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Abstract: - Crack in a structural member alters local stiffness that affects the dynamic response, such as 

natural frequency and mode shapes. The purpose of structural health monitoring is to diagnose and predict 

structural health. In this paper, a correlation model is developed to detect crack parameters, i.e., crack 

location and crack depth, in the beam. To evaluate the authenticity of the developed correlation model, the 

Artificial Intelligence-based approach is used to predict the crack parameters. Twenty-three Artificial 

Intelligence algorithms were used to predict the locations and depths of the crack in a cantilever beam. The 

developed correlation model used the first two normalized natural frequencies to predict the crack 

parameters. On the other hand, the first three normalized natural frequencies were used to input the machine 

learning models to predict the crack parameters. In this research study, V-shaped and U-shaped open edges 

cracks were considered on the cantilever beam. FEA software, ANSYS, is used to do the modal vibration 

analysis of various cracked cases of beams. The data set of V-shaped and a U-shaped cracked case obtained 

from finite element analysis (FEA) were used to develop the correlation model and machine learning 

models. The results for crack locations and crack depth obtained from the correlation model and machine 

learning models agree with the actual results. In the future, the proposed correlation model of crack detection 

can be used to detect cracks in more complicated structures. 

 
Keywords: - Correlation model, ANN, Machine learning, Natural frequency, FEA and Crack location. 

 

 

1. INTRODUCTION  

 

Beams are used in various structural applications 

in the automotive, civil, and aerospace industries. The 

presence of crack affects the structure's stiffness and 

affects the mechanical response of the whole structure 

to a more considerable extent. Due to these changes, 

there is a reduction in modal frequencies and mode 

shapes. Therefore, it is feasible to anticipate the crack 

characteristics by determining changes in the 

vibration parameters [1].  

A fault diagnosis method based on genetic 

algorithms (GAs), and a model of damaged (cracked) 

structure is proposed. For modeling the cracked-beam 

structure an analytical model of a cracked cantilever 

beam is utilized, and natural frequencies were 
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obtained using numerical methods. This method 

utilized genetic algorithms to monitor the possible 

changes in the natural frequencies of the structure. 

The identification of the crack location and depth in 

the cantilever beam is formulated as an optimization 

problem, and binary and continuous genetic 

algorithms (BGA, CGA) are used to find the optimal 

location and depth by minimizing the cost function 

which is based on the difference of measured and 

calculated natural frequencies. Khatir et al. [2] 

presents a methodology for nondestructive detection, 

localization, and quantification of various damages in 

simple and continuous beams, as well as a more 

sophisticated structure, the two-dimensional frame 

structure.  

The Firefly Algorithm and Genetic Algorithm are 

employed as optimization methods, while the 

Coordinate Modal Assurance Criterion is used as an 

objective function in the suggested methodology. The 

findings suggest that the proposed combination of the 

Coordinate Modal Assurance Criterion and the 

Firefly Algorithm or Genetic Algorithm can be 

utilized to quickly discover various local structural 

faults in complex structures. Visual inspection of 

cracks and damages is unsuitable and not worth 

considering in most cases; thus, non-destructive 

testing (NDT) methods like thermography, ultrasonic 

testing, X-ray diffraction, etc., are used to predict 

damage in the structures. However, these methods 

require time and expenses. So the other possible 

methods are motivated to be developed [3]. In this 

analogy, the use of mathematical methods, vibration-

based methods, and soft-computing techniques such 

as artificial neural networks (a subfield of artificial 

intelligence) are promising and favorable.  

Nasiri et. Al [4] presented a review paper utilizing 

Artificial Intelligence (AI) methods for mechanical 

fault detection. They discussed the applications of 

Bayesian networks, GA (genetic algorithms), fuzzy 

logic, case-based reasoning, and ANN, i.e., artificial 

neural networks. Sutar et al. [3] investigated 

transverse crack in cantilever beam by proposing a 

neural network-based controller. Crack stiffness to 

beam elemental stiffness matrix was used to obtain a 

homogenous linear elastic beam finite element by 

Teidj et al. [5] and used the measurement of the 

changes in the beam frequencies and observed their 

variations to detect the crack defect characteristics.  

Thatoi et al. [6] described the Cascade Forward 

Back Propagation (CFBP) network to detect cracks in 

structural beams with the idea of changes in the 

natural frequencies and their measurements. Pan et al. 

[7] developed a two-stage approach combining of 

artificial neural network (ANN) and genetic 

algorithm (GA) to identify crack characteristics. 

Orhan et al. [8] introduced the new crack model 

(combination of V-shaped and Rectangular shaped 

crack) with the known V-shaped cracked model in 

order to investigate the effect of geometry change on 

the natural frequencies and mode shapes under free 

vibration loading. The result of this study reveals that 

composite structures are less sensitive for the 

geometry change as long as vibration characteristics 

are concerned. Gillich et al. [17] proposed two 

machine learning methods, random forest (RF) and 

the artificial neural network (ANN), as searching 

tools in this paper. Their databases contain damage 

scenarios for a prismatic cantilever beam with one 

crack and ideal and non-ideal boundary conditions.  

The crack assessment was made in two steps. 

First, a coarse damage location was found from the 

networks trained for scenarios comprising the whole 

beam. Afterward, the assessment was made involving 

a particular network trained for the segment of the 

beam on which the crack was previously found. They 

used the two machine learning methods to estimate 

the crack location and severity with high accuracy for 

both simulation and laboratory experiments.  

Regarding the location of the crack, which was the 

main goal of the practitioners, the errors were less 

than 0.6%. Based on these achievements, they 

concluded that the damage assessment we proposed, 

in conjunction with the machine learning methods, is 

robust and reliable. In this paper, Tufisi et al. [18] 

proposed a model for detecting transverse cracks in 

simply supported beams, which can be part of more 

complex structural systems. The relative frequency 

shifts of the structure are considered a basis for 

damage identification.  

An original method developed by the authors is 

employed to evaluate the required modal parameters. 

A multi-stage optimization approach based on the 

rigidity loss suffered by the affected structure is 

employed to recognize the locations of potential 

cracks accurately. The outcome presented in this 

research shows the computational ability of the 

proposed model to indicate the presence and location 

of damages in the beam-like structures. In this study, 

Tufisi et al. [19] present a method (DS-SHC) used for 

estimating the DS for closed and open transverse 

cracks in beam-like structures using the intact and 

damaged beam deflections under its weight and a 

Stochastic Hill Climbing (SHC) algorithm. After 

describing the procedure of applying DS-SHC, we 

calculate for a prismatic cantilever beam the 

severities for different crack types and depths. The 

results are tested by comparing the DS obtained with 

DS-SHC with those acquired from dynamic tests 

made using professional simulation software.  

We obtained a good fit between the severities 

determined in these two ways. Subsequently, they 

performed laboratory experiments and found that the 
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severities obtained with the DS-SHC method can 

accurately predict the frequency changes due to the 

crack. Hence, these severities are a valuable tool for 

damage detection.  

In this paper, Tufisi et al. [20] proposed an 

analytical approach for generating the data needed to 

train a Random Forest model (RF) that will perform 

the SHM task to detect, locate, and assess the severity 

of transverse cracks in beam-like structures.  

Using an original method, they calculated the 

relative frequency shifts (RFS) for different damage 

scenarios and used the generated data to train the RF 

model. Subsequently, the RF model is validated using 

data obtained from FEM simulations using different 

mesh sizes for different damage scenarios on steel 

beams.  

The results indicate that the RF model can detect 

the presence of the defect and find the position and 

depth of the transverse cracks very precisely if the 

crack is located in the area where the beam achieves 

the maximum bending moment. By correctly 

categorizing accelerometer data, deep learning 

algorithms achieve the objective [21] of evaluating 

the condition of beams in a non-invasive manner. 

While an essential indicator, the high probabilistic 

accuracy attained on the validation set is typically 

insufficient in most practical circumstances.  

When damage occurs, the accurate prognosis must 

also be comprehensible to humans, considering the 

factors that led to that specific outcome. It will 

increase confidence and the chance of rectifying 

functioning conditions in the future. We use the 

LIME and SHAP algorithms to correlate model-

neutral global and local explanations to create an 

interpretable model. We offer a compound stability-

fit compensation index due to the potential instability 

of the local explanations. 

The action of fatigue load on structures results in 

single-sided open-edged cracks. Stress corroded 

turbine blades cause localized loss of the material in 

them. After removing the localized material from the 

blade, the damage location can be mapped into U-

shaped or V-shaped open-edged cracks. As a result, 

this research study has considered two types of open-

edged crack on the cantilever beam.  

The research paper's analysis is separated into two 

parts. The natural frequencies for various V-shaped 

and U-shaped open-edged cracked cases were 

determined using the numerical method in the first 

half.  

Furthermore, in the second half, a developed 

correlation model and machine learning approach 

were employed to cracked beam to detect the crack 

parameters in the cantilever beam. 

 

 

2. INVERSE METHOD OF CRACK 

DETECTION WITH CORRELATION 

MODEL 

 
This research study proposes a correlation model 

between the normalized natural frequencies and 

normalized crack parameters, i.e., crack location and 

crack depth, as a forward approach. It is given in 

Equation (1). 

 끫殘 = 끫殦 ( 
끫歾1 끫歾 ,

끫殜끫歶 )                         (1) 

 
Y is the ratio between the natural frequency of the 

cracked beam and the natural frequency of the un-

cracked beam.  

L1/L is the ratio of the distance of the crack from 

the cantilevered end to the length of the beam.  

a/H is the ratio of crack depth to the depth of the 

beam.   

  끫殦 � 
끫歾1 끫歾 ,

끫殜끫歶 � −   끫殘 = 0               (2) 

 
Then, inverse method using correlation model is 

proposed to detect the location and depth of the crack 

in a cantilever beam.  

 

3. CORRELATION MODEL 
 

The natural frequencies of the cracked beam were 

normalized with that of the intact beam. Y1 and Y2 are 

the normalized natural frequencies in the first and 

second modes, respectively. They were plotted 

against the dimensionless crack parameters, i.e., 

crack location and crack depth. The first and second 

natural frequencies were used to obtain the 

correlation model for the curve fitting. Only two 

equations were required to find two unknown crack 

parameters, i.e., crack location and depth. Based on 

the non-linear relationship between crack parameters 

and frequency ratios, non-linear polynomial curve 

fitting was used to get two equations for two natural 

frequency ratios at the first and second modes. 

Equations 3 and 4 were developed using the data set 

of V-shaped cracked cases. 

Similarly, Equations (5) and (6) were developed 

using the data set of U-shaped cracked cases. The data 

set of V-shaped and U-shaped cracked cases are 

presented in Table 1. Correlation models for the 

natural frequencies ratio at the first and second modes 

for V-shaped cracked cases were developed, and they 

are given in Equation (3) and Equation (4), 

respectively. Similarly, the correlation models for the 

natural frequencies ratio at the first and second modes 
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for U-shaped cracked cases were developed. They are 

given in Equation (5) and Equation (6), respectively.    
 

1.03190− �0.24618 ∗ �끫歾1끫歾 �� − �0.10796 ∗ �끫殜끫歶��+�0.60948 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶��+ �0.46021 ∗ �끫歾1끫歾 �2� −
 �0.54735 ∗  �끫殜끫歶�2 � −  �0.90726 ∗  �끫歾1끫歾 �2 ∗  �끫殜끫歶��+�1.52640 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶�2� −  (0.21756 ∗

 �끫歾1끫歾 �3) – �0.63026 ∗  �끫殜끫歶�3� − 끫殘1 = 0   (3) 

 

0.82733 + �1.11904 ∗ �끫歾1끫歾 �� + �0.47147 ∗ �끫殜끫歶�� −�3.13757 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶�� − �1.70394 ∗ �끫歾1끫歾 �2� +

 �0.40455 ∗  �끫殜끫歶�2 � +  �3.09003 ∗  �끫歾1끫歾 �2 ∗  �끫殜끫歶�� −�0.34222 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶�2� +  (0.70575 ∗
 �끫歾1끫歾 �3) – �0.53943 ∗  �끫殜끫歶�3� − 끫殘2 = 0   (4) 

 

1.03189− �0.26371 ∗ �끫歾1끫歾 �� − �0.11329 ∗ �끫殜끫歶��+�0.56253 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶��+ �0.53075 ∗ �끫歾1끫歾 �2� −
 �0.55074 ∗ �끫殜끫歶�2 � – �0.86077 ∗  �끫歾1끫歾 �2 ∗  �끫殜끫歶��+�1.59538 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶�2� −  (0.27456 ∗

 �끫歾1끫歾 �3) – �0.69112 ∗  �끫殜끫歶�3�− 끫殘1 = 0  (5) 

 

0.81314 + �1.22783 ∗ �끫歾1끫歾 ��+ �0.49187 ∗ �끫殜끫歶��− �3.32663 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶��− �1.90931 ∗ �끫歾1끫歾 �2�
+  �0.43864 ∗  �끫殜끫歶�2 �
+  �3.29483 ∗  �끫歾1끫歾 �2 ∗  �끫殜끫歶��− �0.39802 ∗  �끫歾1끫歾 � ∗  �끫殜끫歶�2�
+  (0.81597∗  �끫歾1끫歾 �3) – �0.56162 ∗  �끫殜끫歶�3� − 끫殘2 = 0                                          (6) 

 

To determine the locations and depths of V-

shaped cracks in a cantilever beam, Equation (3) and 

Equation (4) were used. Similarly, Equation (5) and 

Equation (6) were used to determine the locations and 

depths of U-shaped cracks in a cantilever beam. The 

third order correlation models presented in equations 

(3), (4), (5) and (6) were generated by performing 

regression analysis with the aid of Design Expert 

software.  

The reliability of the correlation models is 

generally determined by the R-squared values. The R-

squared value nearer to ‘1’ represents the good fit of 

the data on the generated correlation models. In the 

present work, the R-squared values of the generated 

correlation models presented in equations (3), (4), (5) 

and (6) were found to be 0.9943, 0.8890, 0.9939 and 

0.8914 respectively. As the R-squared values of all 

the generated correlation models are nearer to ‘1’, the 

models are ensured to be reliable.  

To predict the crack depth and crack locations in a 

V-shaped cracked beam, the first and second 

normalized frequencies were used and were 

substituted in Equation (3) and Equation (4), 

respectively. Afterward, Equations (3) and Equation 

(4) were solved simultaneously using Microsoft 

Excel to predict the locations and depth of V-shaped 

cracks in a cantilever beam.  

Similarly, Equations (5) and Equation (6) were 

solved simultaneously using Microsoft Excel to 

predict the locations and depths of U-shaped cracks 

in a cantilever beam. 

 

4. SIMULATED CRACK 

CONFIGURATIONS 

 
Geometric properties: The cross-sectional area 

and length of the beam are 0.02 × 0.02 m2 and 0.32 

m, respectively. 

Material properties: Young’s modulus (E) = 

2.104 x 1011  
 N/m2 , Mass density (ρ) = 7820 kg/m3 , 

Mass (M ) = 1.00096  kg. 

In this study, a total of 160 cracked specimens of 

steel materials were considered to investigate the 

effect of different kinds of cracks on the natural 

frequencies of a cantilever beam. The width of the 

crack (along the longitudinal direction) is chosen as 

0.5 mm. Two separate cases were considered, i.e., 

case 1 and case 2. 

 

Case 1: 80 specimens of V-shaped cracked cases 

were considered in this case. This case was 

subdivided into five sub-cases. In the first sub-case, 

16 specimens were considered. 50 mm crack location 

was chosen for the crack, and at this location, crack 

depth was varied from 1 mm to 16 mm by an interval 

of 1 mm.  

The second, third, fourth, and fifth sub cases were 

similar to that of the first sub-case; the only difference 

was that instead of 50 mm crack location; 100 mm, 

150 mm, 200 mm, and 250 mm cracks locations were 

chosen for the second, third, fourth and fifth sub-

cases respectively. 
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Case 2: Case 2 was like case 1; the only difference 

was that instead of V-shaped crack geometries, U-

shaped crack geometries were considered on the 

specimens. 

The one case of V-shaped and U-shaped cracked 

cases are shown in Figure 1 and Figure 2 respectively. 
 

 

Figure 1. Cracked cantilever beam with V-shaped crack. 

 

 

Figure 2. Cracked cantilever beam with U-shaped crack. 

 

5. FINITE ELEMENT MODELING AND 

ANALYSIS 

 
ANSYS finite element program [9] was used to 

determine the natural frequency of cracked 

cantilevered beams. For this purpose, a rectangular 

zone of the required geometric properties was 

created, and then this zone was extruded to obtain the 

model in three dimensions. A small area of 

dimensional requirements was created and extruded 

to represent the crack in the primary model. After that 

subtract command was used for subtracting the small 

volume from the volume of the primary model [10, 

11, 22 & 23]. Then a cracked three-dimensional solid 

model gets obtained. A Solid 186 (tetrahedral) 

element was used to mesh the cracked model of a 

cantilever beam.  After meshing, the FEA model 

carried 6159 elements. Results of natural frequencies 

remained almost the same irrespective of the sizes of 

the elements (5 mm, 6 mm, and 7 mm) tried in the 

analysis. Furthermore, a 5 mm mesh size was 

finalized to mesh all the models. This element has 

some unique features, i.e., stress stiffening, large 

strain, and large deflection. Finite element boundary 

conditions were applied on the beam to constrain all 

degrees of freedom of the cantilevered end of the 

beam. The Block Lanczos eigenvalue solver was used 

to compute the natural frequencies of cracked beams. 

Mesh independent study was carried out to study the 

effect of mesh size on the natural frequency of 

cracked beams. Through mesh-independent study, it 

was found that natural frequency results were 

independent of the mesh size. Figures 3–5 illustrate a 

few natural frequency plots. 
 

 

Figure 3. First natural frequency plot of V-shaped 

cracked case: Location ratio= 0.3125; depth ratio= 0.4. 
 

 

Figure 4. Second natural frequency plot of V-shaped 

cracked case: Location ratio= 0.3125; depth ratio= 0.4. 

 

 

Figure 5. Third natural frequency plot of V-shaped 

cracked case: Location ratio= 0.3125; depth ratio= 0.4. 

 

6. METHODLOGY 
 

To predict the crack depth and crack locations in 

the beams, the input and output variables have 

normalized; hence, they are in the same range of 0 to 

1.  

The actual experimental results were compared 

with the simulation through machine learning-based 

classifiers.  Machine learning is the self-prediction 

methodology that takes a few parameters as an input 

and known output responses. Based on these two 

input data, the algorithms generate a self-learning 

model. Various algorithms are suggested [15] in the 

state-of-art methods and they are used in most 

prediction related applications. 

Decision Tree, Discriminant Analysis, Support 

Vector machines, Nearest Neighbor, Ensemble 

classifier, and Artificial Neural Network-based 

prediction are made in the proposed work. These 

classifier algorithms have their own trained model 

generation principles and few sub-algorithms. The 

discriminant analysis works on assuming different 

Gaussian distributions based on data generation. For 

linear discriminant analysis, each model class has the 
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same covariance matrix with varying mean values. In 

contrast, variations in both mean and covariance of 

each class are in the quadratic discriminant analysis 

(QDA). Predict classifies to minimize the expected 

classification cost. The SVM binary classification 

algorithm finds an optimal hyper-plane that separates 

the data into two classes. Depending on the 

homogeneity of the input parameters, the width of the 

hyper-plane varies. Prediction can be made for more 

accuracy [13-14] using linear or non-linear 

filters/kernels. A k-nearest neighbor classifier known 

as KNN is based on a distance metric. It has various 

distance metrics like cosine, cubic, Euclidean 

(weighted), etc. This classifier is considered one of 

the most straightforward prediction techniques.  

Ensemble classifier uses a vote of different 

classifiers for class prediction. Five ensemble 

classifiers are most commonly used in state-of-art 

methodologies viz. Ensemble Boosted Trees, 

Ensemble Bagged Trees, Ensemble Subspace 

Discriminant, Ensemble Subspace KNN, and 

Ensemble RUS Boosted Trees.   

The Decision Tree classifier predicts [12] on a 

hierarchy basis. It does not require any pre-requisite 

knowledge and is also considered as most 

straightforward prediction technique. 

An artificial neural network (ANN) is a famous 

technique [15] that resembles the human brain 

guessing mechanism. It is the artificial intelligence 

(AI) base preferred for most complex problems. Feed 

forward ANN is the method we used in our proposed 

work. Performance Metrics Used for Analysis. 

Confusion Matrix- The tabular representation of 

prediction performance and error factor is called as 

confusion matrix. It shows the performance as 

predicted class Vs true class. 

AUC Curve- The graph showing [16] the model 

performance at all thresholds is called as ROC curve. 

It plots two parameters as true positive (TP) and false 

positive (FP). Area under the ROC curve is called as 

AUC. It is aggregate measure of performance and 

ranges between 0 (100% wrong) & 1 (100% correct). 

 

7. RESULTS AND DISCUSSION 
 

Numerical method was used to examine the 

natural frequencies of cracked cantilever beams with 

various crack depths, crack locations and crack 

geometries. Then the relationship between different 

cracked geometries and natural frequencies is 

investigated. The data tabulated in Table 1 are the 

neural network's training data for V-shaped and U-

shaped cracked cases. 

As explained in methodology, we made a 

comparative analysis of various classifiers as 

prediction algorithms. All classifiers are trained with 

a cross-validation factor 5. The standard Classifier 

learning app available in MATLAB 2018a had used 

for classification. Details of a parameter we used for 

each classifier are tabulated in Table 2. A comparison 

of performances of all the classifiers for accuracy is 

tabulated in Tables 3 and 4. The experimentation was 

carried out for both V-shaped and U-shaped cracked 

cases of a cantilever beam for crack parameters, i.e., 

crack location (L1/L) and crack depth ratios (a/H). 

Classifiers outperformed for predicting the crack 

locations, i.e., L1/L in beams. However, the accuracy 

of the same classifiers is poor for predicting the depth 

of the crack in beams, i.e., a/H. Quadratic 

discriminated analysis (QDA) had given the highest 

accuracy for predicting crack locations. It gave 94.3% 

accuracy for V-shaped cracked cases and 90.8% for 

U-shaped cracked cases. The confusion matrix and 

AUC curve represent better results given by this 

QDA. The Confusion Matrix of Quadratic 

Discriminated Analysis of U-shaped and V-shaped 

cracked cases is shown in Figure 6.  

 

 
a) U-shaped Confusion Matrix 

 
b) V-shaped Confusion Matrix 

Figure 6. Confusion Matrix of Quadratic 

Discriminant Analysis (QDA) 

 

AUC Curve of Quadratic Discriminated Analysis 

is shown in Figure 7. The graph shows the model 

performance at all thresholds is called as ROC curve. 
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However, the performance of ANN is best for 

predicting the crack parameters of defective beams 

amongst all 22 classifiers.  

 

 
a) U-shaped AUC Curve 

 
b) V-shaped AUC Curve 

Figure 7. AUC Curve of Quadratic Discriminant Analysis 

(QDA) 

 
a) a/H Ratio 

 
b) L1/L Ratio 

Figure 8. Performance of ANN for U-shaped cracked 

cases 

 
a) a/H Ratio 

 
b) L1/L Ratio 

Figure 9. Performance of ANN for V-shaped cracked 

cases. 
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The performance of ANN for both U-shaped and 

V-shaped cracked cases is shown in Figure 8 and 9 

respectively. 

The predicted crack depths (a/H) and crack 

locations (L1/L) using ANN and correlation model for 

V-shaped and U-shaped cracked cases are presented 

in Table 5 and Table 6. From, Figure 10 and 11, it is 

clear that the correlation model and ANN model gives 

good prediction for the crack depths and crack 

locations. The predicted crack depths and crack 

locations are compared with the actual crack 

parameters for the same configurations. When 

comparing the findings of Table 5, it is evident that 

the ANN model performed well in predicting the 

crack depths and positions in U-shaped cracked cases. 

As a result, the ANN model can better predict the 

occurrence of U-shaped cracks than V-shaped cracks 

in beams for the same configurations. 

 

 
 

Table 1. Training data of V-shaped and U-shaped cracked cases to the neural network. 

Sr. 

No. 

a/H L1/L 

V-shaped cracked cases: Relative 

natural frequency 

U-shaped cracked cases: Relative 

natural frequency 

fr1 fr2 fr3 fr1 fr2 fr3 

1 0.05 0.15625 0.998778 0.999901 1 0.998228 0.999802 0.999964 

2 0.1 0.15625 0.994563 0.999405 0.999891 0.992852 0.999305 0.999854 

3 0.15 0.15625 0.986987 0.998611 0.999709 0.984054 0.998313 0.999636 

4 0.2 0.15625 0.976356 0.997519 0.999454 0.972141 0.997023 0.999308 

5 0.25 0.15625 0.962488 0.99603 0.99909 0.956317 0.995335 0.998944 

6 0.3 0.15625 0.944282 0.994145 0.998653 0.937256 0.993351 0.998434 

7 0.35 0.15625 0.922959 0.991911 0.998107 0.91294 0.990919 0.997815 

8 0.4 0.15625 0.894673 0.989063 0.997378 0.88563 0.98813 0.997087 

9 0.45 0.15625 0.864919 0.986195 0.99665 0.853006 0.984934 0.996213 

10 0.5 0.15625 0.828262 0.982662 0.995667 0.814944 0.981362 0.995157 

11 0.55 0.15625 0.786229 0.978861 0.994502 0.770345 0.977332 0.993919 

12 0.6 0.15625 0.74053 0.974911 0.993337 0.719941 0.973025 0.992499 

13 0.65 0.15625 0.682001 0.970177 0.991625 0.660679 0.968331 0.990824 

14 0.7 0.15625 0.621579 0.965661 0.989987 0.595045 0.963478 0.988822 

15 0.75 0.15625 0.548192 0.96047 0.987766 0.520192 0.958347 0.986455 

16 0.8 0.15625 0.467675 0.955468 0.985253 0.435282 0.953176 0.983542 

17 0.05 0.3125 0.999389 0.999802 0.999782 0.999022 0.999702 0.999636 

18 0.1 0.3125 0.997067 0.999008 0.998835 0.99609 0.998611 0.998471 

19 0.15 0.3125 0.992852 0.99742 0.997196 0.991386 0.996923 0.99665 

20 0.2 0.3125 0.986804 0.995137 0.994902 0.984665 0.994442 0.994247 

21 0.25 0.3125 0.978983 0.992279 0.992208 0.97599 0.991266 0.991298 

22 0.3 0.3125 0.969208 0.988656 0.992208 0.96487 0.987227 0.987766 

23 0.35 0.3125 0.956806 0.98419 0.98529 0.950819 0.982205 0.983724 

26 0.5 0.3125 0.897055 0.963517 0.970507 0.886486 0.960193 0.967994 

27 0.55 0.3125 0.867058 0.953613 0.963662 0.854778 0.94997 0.96144 

28 0.6 0.3125 0.831745 0.942646 0.956671 0.81641 0.93816 0.954231 

29 0.65 0.3125 0.787573 0.929248 0.948915 0.767595 0.923948 0.945711 

30 0.7 0.3125 0.735215 0.914738 0.940468 0.708822 0.908178 0.936353 

31 0.75 0.3125 0.666606 0.89731 0.929872 0.638258 0.890939 0.925794 

32 0.8 0.3125 0.582521 0.878186 0.918111 0.547733 0.871586 0.912759 

33 0.05 0.46875 0.999695 0.999206 0.999964 0.999572 0.998809 0.999927 

34 0.1 0.46875 0.998717 0.99603 0.999891 0.99835 0.994839 0.999854 

35 0.15 0.46875 0.996945 0.990304 0.999782 0.996273 0.98816 0.999636 

36 0.2 0.46875 0.994379 0.982235 0.999527 0.993341 0.979188 0.999417 

37 0.25 0.46875 0.990836 0.971427 0.999272 0.989492 0.967586 0.99909 

38 0.3 0.46875 0.986376 0.958347 0.998944 0.98436 0.952848 0.998689 

39 0.35 0.46875 0.980389 0.941832 0.998507 0.978128 0.935937 0.998179 

40 0.4 0.46875 0.972507 0.921338 0.997925 0.969697 0.914629 0.99756 

41 0.45 0.46875 0.963099 0.89863 0.997306 0.959311 0.890185 0.996869 

44 0.6 0.46875 0.916422 0.808347 0.994575 0.906525 0.79343 0.99381 

45 0.65 0.46875 0.888624 0.767507 0.993264 0.875794 0.75137 0.992281 

46 0.7 0.46875 0.855327 0.726786 0.991917 0.836083 0.707572 0.990606 
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Sr. 

No. 

a/H L1/L 

V-shaped cracked cases: Relative 

natural frequency 

U-shaped cracked cases: Relative 

natural frequency 

fr1 fr2 fr3 fr1 fr2 fr3 

47 0.75 0.46875 0.804741 0.678444 0.990023 0.780242 0.659964 0.988494 

48 0.8 0.46875 0.732832 0.62761 0.987766 0.702346 0.611195 0.985982 

49 0.05 0.625 0.999878 0.999206 0.999745 0.999878 0.998908 0.999636 

50 0.1 0.625 0.999633 0.996328 0.998835 0.999572 0.995236 0.998507 

51 0.15 0.625 0.999145 0.991207 0.997342 0.998961 0.989162 0.996759 

52 0.2 0.625 0.99835 0.983674 0.995157 0.998106 0.980717 0.994465 

53 0.25 0.625 0.997312 0.973869 0.992609 0.996945 0.969889 0.991589 

54 0.3 0.625 0.995907 0.960967 0.989331 0.995479 0.956123 0.988166 

55 0.35 0.625 0.994257 0.946149 0.985909 0.993463 0.938845 0.984307 

56 0.4 0.625 0.991813 0.925715 0.981576 0.990958 0.918162 0.979901 

57 0.45 0.625 0.988697 0.901737 0.976733 0.987659 0.893321 0.974913 

58 0.5 0.625 0.985093 0.875506 0.972036 0.983382 0.86318 0.969342 

59 0.55 0.625 0.979778 0.841048 0.96581 0.977334 0.825715 0.963079 

62 0.7 0.625 0.949108 0.699226 0.943417 0.941227 0.67369 0.939084 

63 0.75 0.625 0.927114 0.634835 0.933513 0.915078 0.607037 0.928743 

64 0.8 0.625 0.89009 0.560341 0.922335 0.872434 0.534845 0.917128 

65 0.05 0.78125 1 0.999802 0.999745 1 0.999702 0.999563 

66 0.1 0.78125 1 0.999008 0.998726 1 0.998611 0.998325 

67 0.15 0.78125 0.999939 0.997519 0.997014 1 0.996923 0.996286 

68 0.2 0.78125 0.999878 0.995435 0.994502 1 0.994541 0.993664 

69 0.25 0.78125 0.999817 0.992447 0.991516 0.999878 0.991137 0.990424 

70 0.3 0.78125 0.999633 0.988547 0.987802 0.999756 0.98687 0.986419 

71 0.35 0.78125 0.99945 0.984021 0.983797 0.999572 0.981322 0.981867 

72 0.4 0.78125 0.999084 0.976509 0.978335 0.999267 0.973809 0.976296 

73 0.45 0.78125 0.998717 0.967954 0.9724 0.9989 0.964768 0.97007 

74 0.5 0.78125 0.998228 0.957265 0.965955 0.99835 0.952044 0.963006 

75 0.55 0.78125 0.997495 0.941653 0.957472 0.997556 0.935788 0.954632 

76 0.6 0.78125 0.996579 0.923035 0.948988 0.996457 0.913319 0.945383 

77 0.65 0.78125 0.995112 0.895276 0.938683 0.994868 0.881937 0.933877 

80 0.8 0.78125 0.983504 0.720058 0.894334 0.980694 0.683932 0.886069 

81 0.05 0.9375 1.000061 1.000099 1 1.000061 1.000099 1 

82 0.1 0.9375 1.000122 1.000099 0.999964 1.000244 1.000198 1 

83 0.15 0.9375 1.000183 1.000099 0.999964 1.000367 1.000198 0.999964 

84 0.2 0.9375 1.000244 1.000099 0.999854 1.000428 1.000198 0.999891 

85 0.25 0.9375 1.000305 1.000099 0.999782 1.000611 1.000298 0.999782 

86 0.3 0.9375 1.000367 1.000099 0.999636 1.000733 1.000298 0.999636 

87 0.35 0.9375 1.000428 1.000099 0.99949 1.000855 1.000298 0.999454 

88 0.4 0.9375 1.000489 1 0.999235 1.000978 1.000298 0.999235 

89 0.45 0.9375 1.00055 0.999901 0.99898 1.0011 1.000198 0.998944 

90 0.5 0.9375 1.000611 0.999802 0.998616 1.001222 1.000099 0.998544 

91 0.55 0.9375 1.000672 0.999603 0.998179 1.001344 0.999901 0.998107 

92 0.6 0.9375 1.000733 0.999405 0.997706 1.001466 0.999603 0.997524 

93 0.65 0.9375 1.000794 0.998908 0.996978 1.001588 0.999206 0.996723 

94 0.7 0.9375 1.000794 0.998313 0.996213 1.001711 0.998511 0.995776 

95 0.75 0.9375 1.000855 0.99742 0.995084 1.001833 0.99742 0.994465 

96 0.8 0.9375 1.000855 0.995534 0.993592 1.001894 0.995137 0.992609 

 
Table 2. Parameter Set in Classifier experimentation 

Classifier Variant 
Maximum Number 

of Splits 
Split Criteria - 

Decision Tree 

Fine Tree 100 

Gini’s diversity index  Medium Tree 20 

Coarse Tree 4 

Discriminant 

Analysis 
Variant Discriminant Type 

Amount of 

Regularization 

Fill Coefficients 

(Property flag) 
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Classifier Variant 
Maximum Number 

of Splits 
Split Criteria - 

Linear Discriminant 

Analysis (LDA) 
Linear 0 Off 

Quadratic 

Discriminant 

Analysis (QDA) 

Quadratic 1 Off 

Support Vector 

Machine 

Variant Kernel Function Polynomial Order 
Mapping and Kernel 

Scale 

Linear SVM Linear - One-Vs-One  and Auto 

Quadratic SVM Polynomial 2 One-Vs-One  and Auto 

Cubic SVM Polynomial 3 One-Vs-One  and Auto 

K-nearest 

neighbor 

classifier 

Variant 

Cosine KNN 

Distance 

Cosine 

Exponent 

- 

Distance Weight 

Equal 

Cubic KNN Minkowski 3 Equal 

Weighted KNN Euclidean - Squared Inverse 

Ensemble 

Classifier 

Variant Method 
Number of Learning 

Cycles 
Learners 

Boosted Trees Adaboost M1 30 Template 

Bagged Trees Bag 30 Template 

Subspace 

Discriminant 
Subspace 30 Discriminant 

Subspace KNN Subspace 30 K NN 

RUSBoosted Trees RUSBoost 30 Template 

Artificial 

Neural 

Network 

Variant 
Number of Nodes 

per layer 
Number of Epochs Learning Rate 

Feed forward back 

propagation 

Input- 3 

Hidden- 8 

Output -1 

1000 0.1 

 
Table 3. Comparison of various classifier performances for V-shaped cracked cases. 

Sr. No. Training Algorithm (K=5) Accuracy (%) Accuracy (%) 

    L1/L a/H 

1 
Decision Tree 

Algorithm 

Fine Tree 64.4 14.9 

2 Medium Tree 64.4 14.9 

3 Coarse Tree 48.3 10.3 

4 Discriminant 

Analysis 

Algorithm 

Linear Discriminant Analysis 58.6 14.9 

5 Quadratic Discriminant Analysis 94.3 11.5 

6 

Support Vector 

Machines 

Linear SVM 63.2 23 

7 Quadratic SVM 66.7 17.2 

8 Cubic SVM 80.5 23 

9 Fine Gaussian SVM 69 18.4 

10 Medium Gaussian SVM 63.2 26.4 

11 Coarse Gaussian SVM 47.1 12.6 

12 

Nearest Neighbor 

Algorithm 

Fine KNN 77 9.2 

13 Medium KNN 56.3 9.2 

14 Coarse KNN 18.4 5.7 

15 Cosine KNN 64.4 11.6 

16 Cubic KNN 62.1 10.3 

17 Weighted KNN 77 10.3 

18 

Ensemble 

Classifier 

Boosted Trees 18.4 13.8 

19 Bagged Trees 78.2 16.1 

20 Subspace Discriminant 56.3 12.6 

21 Subspace KNN 54 23 

22 RUSBoosted Trees 40.2 18.4 

23 
Artificial Neural 

Network 
Feed Forward Back Propagation 99.977 100 
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Table 4. Comparison of various classifier performances for U-shaped cracked cases. 

Sr. No. Training Algorithm (K=5) Accuracy (%) Accuracy (%) 

    L1/L a/H 

1 
Decision Tree 

Algorithm 

Fine Tree 57.5 18.4 

2 Medium Tree 57.5 18.4 

3 Coarse Tree 47.1 9.2 

4 Discriminant 

Analysis 

Algorithm 

Linear Discriminant Analysis 64.4 13.8 

5 Quadratic Discriminant Analysis 90.8 10.3 

6 

Support Vector 

Machines 

Linear SVM 70.1 24.1 

7 Quadratic SVM 71.3 24.1 

8 Cubic SVM 82.8 17.2 

9 Fine Gaussian SVM 69 20.7 

10 Medium Gaussian SVM 66.7 27.6 

11 Coarse Gaussian SVM 48.3 18.4 

12 

Nearest Neighbor 

Algorithm 

Fine KNN 80.5 11.5 

13 Medium KNN 66.7 9.2 

14 Coarse KNN 18.4 5.7 

15 Cosine KNN 66.7 9.2 

16 Cubic KNN 66.7 10.3 

17 Weighted KNN 78.2 11.5 

18 

Ensemble 

Classifier 

Boosted Trees 18.4 18.4 

19 Bagged Trees 80.5 17.2 

20 Subspace Discriminant 59.8 13.8 

21 Subspace KNN 49.4 17.2 

22 RUSBoosted Trees 37.9 17.2 

23 
Artificial Neural 

Network 
Feed Forward Back Propagation 99.1 99.95 

 
Table 5. Comparison between Actual and predicted ANN outputs of V-shaped and U-shaped cracked cases. 

Predicted ANN results for V-shaped cracked cases 

Sr. No. fr1  fr2 fr3 a/H a/H % error L1/L L1/L % error 

   
 Actual ANN  Actual ANN  

24 0.933651 0.976141 0.979064 0.4 0.46422 -13.83 0.3125 0.31368 -0.38 

25 0.912268 0.968767 0.973857 0.45 0.43949 2.39 0.3125 0.31363 -0.36 

42 0.945748 0.861473 0.996031 0.5 0.55613 -10.09 0.46875 0.54979 -17.29 

43 0.928886 0.829784 0.995012 0.55 0.56409 -2.50 0.46875 0.47352 -1.02 

60 0.969514 0.783704 0.956052 0.60 0.71198 -15.73 0.625 0.62634 -0.21 

61 0.957967 0.732205 0.947932 0.65 0.78834 -17.55 0.625 0.62731 -0.37 

78 0.992363 0.837197 0.920514 0.70 0.74562 -6.12 0.78125 0.78647 -0.67 

79 0.988453 0.776717 0.905112 0.75 0.79541 -5.71 0.78125 0.89982 -15.18 

Predicted ANN results for U-shaped cracked cases 

Sr. No. fr1 fr2 fr3 a/H a/H % error L1/L L1/L % error 

   
 Actual ANN  Actual ANN  

24 0.939638 0.978116 0.980629 0.4 0.39789 0.53 0.3125 0.30495 2.42 

25 0.919416 0.9711 0.975568 0.45 0.44714 0.64 0.3125 0.29721 4.89 

42 0.951796 0.873472 0.996614 0.5 0.5026 -0.52 0.46875 0.4873 -3.96 

43 0.935239 0.840919 0.995594 0.55 0.55417 -0.76 0.46875 0.48819 -4.15 

60 0.972996 0.802134 0.958964 0.60 0.6038 -0.63 0.625 0.63822 -2.12 

61 0.962304 0.750586 0.951573 0.65 0.65777 -1.20 0.625 0.63772 -2.04 

78 0.993157 0.859726 0.928343 0.70 0.6921 1.13 0.78125 0.77927 0.25 

79 0.989858 0.804913 0.912431 0.75 0.73425 2.10 0.78125 0.77935 0.24 
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Table 6. Comparison between Actual and predicted correlation model results of V-shaped and U-shaped cracked cases. 

Predicted correlation model results for V-shaped cracked cases 

Sr. No. fr1 fr2 a/H a/H % error L1/L L1/L % error 

   Actual 

Correlation 

model  Actual 

Correlation 

model  

24 0.933651 0.976141 0.4 0.3885 2.88 0.3125 0.2702 13.54 

25 0.912268 0.968767 0.45 0.4052 9.96 0.3125 0.2862 8.42 

42 0.945748 0.861473 0.5 0.5324 -6.48 0.46875 0.4969 -6.01 

43 0.928886 0.829784 0.55 0.5852 -6.40 0.46875 0.5055 -7.84 

60 0.969514 0.783704 0.60 0.6798 -13.30 0.625 0.7054 -12.86 

61 0.957967 0.732205 0.65 0.8144 -25.29 0.625 0.7929 -26.86 

78 0.992363 0.837197 0.70 0.7598 -8.54 0.78125 0.8493 -8.71 

79 0.988453 0.776717 0.75 0.7141 4.79 0.78125 0.7993 -2.31 

Predicted correlation model results for U-shaped cracked cases 

Sr. No. fr1 fr2 a/H a/H % error L1/L L1/L % error 

   Actual 

Correlation 

model  Actual 

Correlation 

model  

24 0.939638 0.978116 0.4 0.3562 10.95 0.3125 0.2737 12.42 

25 0.919416 0.9711 0.45 0.4038 10.27 0.3125 0.2711 13.25 

42 0.951796 0.873472 0.5 0.4903 1.94 0.46875 0.4954 -5.69 

43 0.935239 0.840919 0.55 0.5461 0.71 0.46875 0.5042 -7.56 

60 0.972996 0.802134 0.60 0.6151 -2.52 0.625 0.6778 -8.45 

61 0.962304 0.750586 0.65 0.7207 -10.88 0.625 0.7377 -18.03 

78 0.993157 0.859726 0.70 0.5257 24.90 0.78125 0.6904 11.63 

79 0.989858 0.804913 0.75 0.6935 7.53 0.78125 0.7997 -2.36 

 

 
Figure 10. Predicted crack depth ratios using ANN and 

Correlation model at different crack location ratios. 

 

 
Figure 11. Predicted crack locations ratio using ANN and 

Correlation model at different crack depth ratio. 

 

It is also apparent that, for the identical 

configurations, the natural frequency decrease of a U-

shaped cracked beam compared to an un-cracked 

beam is considerably larger than that of a V-shaped 

cracked beam. As a result, it is clear that as the 

difference in natural frequency between the un-

cracked and cracked beams grows; the ANN model 

can more accurately predict the crack characteristics. 

Similarly, when comparing the findings of Table 6, it 

is evident that the correlation model comparatively 

performed well in predicting the crack depths and 

positions in V-shaped cracked cases of beams. As a 

result, the correlation model can better predict the 

occurrence of V-shaped cracks than U-shaped cracks 

in beams for the same configurations. 

 

8. CONCLUSIONS 

 

The presence of crack changes the stiffness and 

vibration response of the beam. The crack 

development in a beam causes it to fail suddenly and 

without warning. Structural health monitoring is 

required to avoid hazards, damages, and breakdowns. 

In this research study, the natural frequencies of the 

un-cracked and cracked beams were evaluated using 

numerical method. Afterward, the correlation model 
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is developed for V-shaped and U-shaped cracked 

cases to predict the crack parameters in the beam. 

Furthermore, Machine learning approaches, i.e., 

artificial neural network (ANN), were utilized for the 

crack detection in beams. The following conclusions 

can be drawn from this research: 

1. The beams' crack locations and 

depths can be accurately predicted using the 

correlation model, ANN, and the 

Discriminant Analysis Algorithm. 

2. The correlation model predicts crack 

parameters more accurately in V-shaped 

cracked beams than U-shaped cracked beams 

for the same configurations.  

3. According to the findings of this 

study, the ANN model is more accurate than 

other Machine Learning models at predicting 

the crack locations and crack depths in 

beams. 

4. For the identical configurations, 

structural health monitoring utilizing a 

machine learning approach for U-shaped 

cracked cases is comparatively more 

successful than V-shaped cracked instances. 

 

9. FUTURE SCOPE 

 
A neural controller can be made and installed in 

structures using the ANN algorithm and can be 

programmed according to it, predicting the damages 

and providing prior warning and indication. 
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Abstract

The design of structures using advanced composite materials such as fiber

metal laminate requires an in-depth understanding of their deformation

behavior and response to the discontinuities in the structures. In the present

study, a GLARE kind of fiber metal laminate in 2/1 configuration was fabri-

cated in the form of conical frustum. Three cut-outs of two different shapes

such as circular and square were intentionally made at the center of the frus-

tum at an angular distance of 120�. The quasi-static compression test was con-

ducted to determine the crashworthiness characteristics of laminate frustums

with cut-out and the results were compared with perfect frustum. The study

showed that the laminate with cut-out undergone for inward buckling near

the discontinuities. Apart from that, the delamination and outward buckling

were noted in the edges of the cut-outs. The energy absorption of laminate

frustum with circular cut-outs was observed to be better than square cut-outs.

The performance of laminate frustums with cut-outs was ranked using Tech-

nique for Order Preference by Similarity to an Ideal Solution technique. A

finite element analysis was carried out to simulate the deformation behavior of

laminate frustum with cut-outs and the numerical results of deformation mode

closely represented the experimental results.

KEYWORD S

damage tolerance, forming, laminate mechanics, laminates, mechanical testing, statistical

methods

1 | INTRODUCTION

In view of reducing the carbon footprint and improving

the fuel efficiency, conventional metals used in the

structural applications of automobile, and aircraft

industries are replaced by the lightweight composite

materials. Apart from providing high specific strength,

these materials need to impart considerable damage

resistance under a crash impact.[1] The advanced class

of composite materials, namely the fiber metal lami-

nates (FML), are suitable replacement for structural

applications of aerospace and automobile due to their

superior fatigue resistance, fracture toughness, and

damage tolerance.[2–9] However, the safety concerns in

such sectors, regarding the utilization of these materials

for constructing aerospace and automobile structural

components, necessitate the importance of conducting

crashworthiness tests.
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A Novel Reconfigurable Coordinated Control 

for Autonomous Low Voltage DC Microgrid 
 

 

Shrishell Muchande, Sushil Thale 
 

 

Abstract – DC microgrids with a small electrical network of locally available energy resources 

and distributed loads are becoming popular in real-life applications, especially in remote areas 

and in some specific urban applications. This, in turn demands a serious insight into the control 

and reliability enhancement of such systems so that the availability of secure and safe energy can 

be assured to the users. But the integration of intermittent renewable energy resources in dc 

microgrids lead to a serious concern regarding the stability of the microgrid bus voltage under 

continuous change in available source power and the loading conditions. While the microgrid 

management is still a challenge under steady state operating conditions, it becomes much complex 

under some emergency events like faults, failure of controllers/sources and overloads etc. This 

paper proposes a novel reconfigurable coordinated control architecture for a Low Voltage DC 

(LVDC) microgrid comprises of solar photovoltaic, fuel cell based renewable energy sources 

supported Energy Storage System (ESS) formed with battery and ultra-capacitor banks. The 

reliability of the system is ensured in the proposed reconfigurable coordinated control with three 

layered hierarchy viz. Emergency control layer sandwiched between the supervisory and local 

control layers. The proposed control strategy is implemented through a new Microgrid Bus 

Controller (MGBC) strengthened by an <emergency= control layer which handles the 
responsibility in emergency conditions to coordinate the energy sources, loads and controllers. 

The MGBC facilitates the fault identification and isolation to ensure the reliable operation of the 

healthy microgrid sections and speedy fault recovery. The MGBC is dedicated for observing the 

bus parameters and identify the fault location by monitoring the bus branching currents. Some of 

the key hardware and simulations results validating the proposed architecture along with the 

details of the control implementation are presented in this paper. Copyright © 2023 Praise 

Worthy Prize S.r.l. - All rights reserved. 
 

Keywords: Autonomous Microgrid, Coordinated Control, DC Microgrid, Reconfigurable Control 

 

 

Nomenclature 

dCMC Duty cycle for converter in CMC mode 

dbat_chg Duty cycle for battery converter in charging 

mode 

dMPPT Duty cycle for converter in MPPT mode 

dUC_chg Duty cycle for UC charging mode 

dVMC Duty cycle for converter in VMC mode 

GI Transfer Function for current controller 

GV Transfer Function for voltage controller �Āÿý∗  Reference value of battery current 

Ibat_chg Charging current required 

by Battery to track �Āÿý∗  �Āÿý_āℎĀ∗  Reference value of the battery current in 

charging mode �Āÿýmax Maximum limit of battery current �Āÿýmin Minimum limit of battery current 

ICL Critical load current 

Iflti Fault current in MG bus 

IL MG bus load current 

IL_fc Inductor output current value of Fuel Cell 

converter 

�Ā_ÿā∗  Reference current value of the Fuel Cell 

converter inductor 

IL_PV Inductor output current value of PV converter �Ā_Ąā∗  Reference value of the PV converter inductor 

current  

INCL Non-critical load current 
Io_fc Fuel Cell converter output current 

Io_bat Battery converter output current 

Io_PV PV converter output current 

Io_uc UC Cell converter output current 

IPV Output current of Solar PV 

Iuc UC converter output current �þā∗  Reference value of UC current 

Iuc_chg Charging current required by UC �þā_āℎĀ∗  Reference value of the UC charging current �þāmax Maximum limit of UC current �þāmin Minimum limit of UC current 

kp Proportional gain 

ki Integration gain 

PBAT Powers supplied by Battery 

PFC Power feeding from Fuel Cell 
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PPV Powers supplied by solar PV 

PL Load power demand 

PUC Power supplied by Ultra-capacitor 

PWM Pulse Width Modulation �Āÿý∗  Reference value of battery voltage �āĄĄÿ∗  Reference value of MPPT output voltage 

Vmg MG bus voltage 

Vo_bat Battery converter output voltage 

Vo_fc Fuel Cell converter output voltage ��_ÿā∗  Reference value of Fuel Cell voltage 

Vo_PV PV converter output voltage 

Vo_uc UC converter output current 

VPV Output voltage of PV 

Vuc_ref UC Converter Reference voltage value 

τCI System Time constant 

ωs Switching frequency 

ωCI Gain-crossover frequency 

I. Introduction 

Microgrid (MG) facilitates integrating multiple small-

capacity Renewable Energy Sources (RESs) with an 

aggregated electrical load. It serves more like a grid 

supply, especially where conventional grid infrastructure 

may not be reliable or available. The Energy Storage 

Systems (ESSs) are also incorporated in MG power 

architecture to ensure the reliability and stability of the 

microgrid under all operating conditions. These RESs 

and ESSs are interfaced to Microgrid’s common bus 
through Power Conditioning Units (PCUs). The 

microgrids are classified into DC microgrids, AC 
microgrids and Hybrid AC-DC microgrids [1]-[4]. In the 

initial phase, the research in microgrid domain was 

focused more on AC microgrids which in later years got 

concentrated on DC and Hybrid microgrids. The DC 

microgrids possess significant advantages by offering 

simplified PCUs with increased efficiency while 

eliminating the need for the complex synchronization 

process. Recently, increased interest is witnessed in a 

Low Voltage DC (LVDC) autonomous microgrid to 

replace the power grid in applications like office 

building, telecom power systems, spacecraft etc., and 
now, it is commonly used in the residential applications 

also. Fig. 1 shows the power architecture of an 

autonomous LVDC microgrid. It consists of various 

microgrid sources, ESSs and power electronic converters 

considered for the proposed study. However, there are 

numerous challenges associated with control as well as 

protection of the DC microgrids. Due to the significantly 

different dynamic behavior of RESs and unpredictable 

loads, uncertainties are happening in microgrid operation.  

This results into poor power quality such as voltage 

dips and fluctuations. On the other hand, for improved 
reliability, microgrid architecture comprising different 

types of RESs and energy storage units demands 

adoption of effective control methods [5]. Taheruzzaman 

[6] demonstrated the hidden potential to share power 

amongst households within the same DC-MG in 

Bangladesh.  

Solar 
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Converter
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Converter
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Converter 
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Fig. 1. Schematic of LVDC Autonomous Microgrid under study 

 

Rani et al. [7] presented an approach for controlling 

the power between DC source and utility grid, and vice 

versa. The modelling and implementation of grid-

following mode and grid-forming mode of converters is 
showcased. This paper presents the particulars of the 

research carried out with an autonomous LVDC 

microgrid shown in Fig. 1 to address various power 

sharing and protections issues under normal and 

abnormal operating conditions. A laboratory prototype of 

autonomous LVDC MG under study was developed to 

operate at 48V and net rated power capacity of 4 kW.  

The details of the research work carried out are given 

in the following sections. A review of existing control 

and protection schemes for microgrid is reported in 

Section II. The proposed control and power architecture 

of the developed prototype is presented in Section III.  
The key simulation and experimental results captured 

under some of the specific emergency conditions of 

proposed reconfigurable control scheme are explained in 

Section IV. Section V illustrates the conclusion based on 

the research work carried out.  

II. DC Microgrid Control and Protection 

The existing literature illustrated various microgrid 

control strategies generally classified into decentralized, 

centralized, and hierarchical control [8]-[12], [26]-[28].  

The hierarchical control shows the more reliable and 

robust performance over the difficulties associated with 

decentralized and centralized control. Sandeep et al. [8] 

proposed a procedure of reduced order model to analyze 

the stability of droop controlled low-voltage DC MG.  

Mohsen et al. [9] presented comprehensive control 

scheme for multi-bus DC MG to share the dc and 

oscillatory components of the load current among the DG 

units based on their rated power. Qianwen Xu et al. [10] 
proposed a robust droop-based controller for 

decentralized power sharing in DC MG to enhance the 

robustness against the uncertainties happening in system 

parameters. A nonlinear disturbance observer-based 

droop scheme is used for decentralized power sharing in 

DC MG considering large-signal stability. Jin et al. [11] 

proposed the coordination control strategy among 

multiple sources and energy storage elements 

implemented through three level hierarchical control for 
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reliable and economical operation of autonomous DC 

MG. Zhao et al. [12] proposed coordinated control 

strategy including five hierarchical levels based on the 

voltage variation range in multi-bus-based DC MG 

system. Muchande et al. [13] proposed Hierarchical 

Control of a Low Voltage DC Microgrid with 

Coordinated Power Management Strategies. Thale et al. 

[2] proposed AC MG and its reliability and sustainability 
are ensured through a 4-level hierarchical control under 

all possible operating conditions. The optimal or 

suboptimal operation in emergency is handled by 

reconfigurable control and power network of microgrid.  

The main aim of the microgrid is to bring in the 

decentralized generation to support the existing main 

grid. Microgrid can operate either standalone or grid 

connected. In grid connected microgrid operation, while 

power interchanges with the existing distribution 

network faces various challenges. Jamaica-Obregon et al. 

[14] proposed a detailed formulation to operate 
microgrids with photovoltaic based renewable energy 

systems and storage. The system protection is an 

important aspect of microgrids. Especially in the DC 

MG, the protection is more challenging than AC MG due 

to no zero crossing in dc currents. The emergency 

conditions like faults, failure of controllers/ sources and 

overloads may occur in microgrid directly impacting its 

reliability. The electrical fault conditions and their 

handling are significantly different from other emergency 

conditions. The faults can be classified as low impedance 

and high impedance faults. A low impedance fault means 

large deep in bus voltage due to higher fault current and 
complete system may collapse. The high impedance fault 

results in lower fault current. It is challenging task to 

identify the fault emergency conditions from normal and 

abnormal conditions in DC MG. However, the 

emergency conditions may demand major changes in 

power management strategy, control, and protection 

schemes for DC MG. The main objective of the 

protection scheme is to isolate the smallest portion of the 

system in minimum time and continue the optimal or sub 

optimal operation of microgrid. Various microgrid 

protection schemes have been proposed that provide fast 
and effective methods for detection, isolation of faulty 

part of the system. Cairoli et al. [3] developed a fast and 

effective method for detecting and isolating the faults 

without communication between power supply 

converters and bus segmenting contactors for Medium 

Voltage DC (MVDC) microgrid. This method relies on 

rapid coordination between these active elements to limit 

currents and isolate the fault. Subramaniam et al. [4] 

proposed the cost-effective protection system for faster 

detection and selective isolation of high impedance 

faults. The system restoration is ensured through proper 
coordination control between source converters and bus 

sectionalized devices. This proposed scheme is based on 

local information to provide the robust and localized 

protection scheme for high impedance fault. Daniel et al. 

[15] presented a low-voltage dc microgrid protection 

system. The influences of selected protection devices and 

grounding method on LVDC MG are investigated and 

verified through simulation results. Yuan et al. [16] 

presented the communication based differential 

protection as a main scheme with solid-state electronic 

relays and overcurrent protection of a MVDC MG.  

Furthermore, the bi-directional power flow protection 

for the sources and the load are ensured by 

communication based directional overcurrent protective 
relays. In a high impedance fault, it is very difficult to 

distinguishing the fault current in contrast to the normal 

current. Madingou et al. [17] designed a cost-effective 

protection system for detecting, isolating, and locating of 

high impedance ground faults using Digital Signal 

Processing (DSP) based control unit. The DC ring bus is 

divided into bus segment and monitors the bus current 

with current rise-based algorithm. Wang et al. [18] 

developed mathematical model and proposed a new fault 

let-through energy-based DC fault location working 

strategy to facilitate post-fault network maintenance.  
Prince et al. [19] proposed effective protection 

schemes based on a complex power concept using Fast 

Fourier Transform for fast short-circuit fault detection 

and isolation in a DC microgrid. Senapati et al. [20] 

presented a LVDC microgrid protection system using the 

knowledge of the existing AC power systems. Zubieta et 

al. [21] presented the protection scheme for power 

distribution systems based on a DC microgrid for 

residential applications. The proposed scheme was based 

on use of the energy storage resources located at the 

consumers to decouple the load and local generation 

transients from the power demanded by or supplied to the 
DC distribution line. Ali et al. [22] presented the state-of-

the-art issues concerning the fault management of DC 

microgrids. The energy management is also an important 

task for optimal utilization of renewable energy specially 

in standalone applications. Therefore, a lot of extensive 

research activities are carried out to address the energy 

management issues in microgrid populated with 

renewable energy sources. Kassir et al. [23] proposed a 

new Energy Management System (EMS) based approach 

to standalone microgrid comprised of a Solar 

Photovoltaic (SPV) unit as a main source, a hydrogen 
Fuel Cell (FC) as a standby source and a Hybrid battery-

Based Energy Storage System (BESS) for residential 

application. This approach is used not only to distribute 

the power between renewable energy sources, the FC, the 

Battery and the ultra-capacitor but also regulating the 

battery State of Charge (SoC) between two desirable 

limits, while minimizing the cost of battery usage and 

hydrogen consumption. This is achieved by a gain 

controlled low-pass filter where gain value is adapted 

online in order to increase flexibility of source’s use. In a 

microgrid, the DC bus voltage is always changes due to 
the inherent behavior of distributed energy sources which 

depends on geographical and environmental conditions.  

Krishna et al. [24] proposed voltage droop control 

strategy to keep the DC bus link voltage at a constant 

value for renewable energy sources for energy 

management. Long et al. [25] proposed load shedding in 
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islanded mode microgrids with consideration to improve 

the voltage quality of the isolated microgrid system. As 

described above, the existing literature include details of 

research work related to microgrid control and the fault 

management. However, the current research still does not 

provide sufficient insights into coordination in control 

and protection operations with enhanced reliability under 

steady-state and emergency conditions. Hence, to address 
this issue, this paper proposes a novel reconfigurable 

coordinated control and power architecture for an 

autonomous LVDC MG. The simulation and 

experimental results presented confirms the validation of 

the proposed control. The main contribution of this 

research work is the proposed reconfigurable coordinated 

control based on monitoring the bus current magnitudes 

at each bus segment to enable effective implementation 

of the coordination and control algorithm within the 

microgrid. This facilitates the microgrid to continue to 

operate under all emergency conditions with fault 
identification, isolation, and restoration. The proposed 

reconfigurable coordinated control strategy includes 

three hierarchical levels of control. Based on the 

hierarchical control inputs, the coordination decisions 

and local level controls are implemented in different 

control layers.  

III. Proposed Control Architecture 

and System Description 

The proposed reconfigurable coordinated control 

strategy includes three hierarchical control levels shown 

in Fig. 2. The Primary control is a local level control 

which covers the source optimization algorithms like 

MPPT, source life cycle management and the power 
control.  

The operating modes in Primary control are Voltage 

Mode Control (VMC) and Current Mode Control 

(CMC). Depending on the role assigned by the 

Supervisory control, it either controls the bus voltage or 

current supplied by the source. Each source is equipped 

with at least one local controller which is coordinated to 

ensure reliable operation of the microgrid. The 

Secondary control is implemented through two different 

layers named Coordination Control Layer (CCL) and 

Emergency Control Layer (ECL) located in the 

supervisory controller.  
 

 
 

Fig. 2. Proposed Three-level Hierarchical Control 

and Assigned Functions 

The system level functionalities are implemented 

through Supervisory controller supported with a 

Controller Area Network (CAN) communication link.  

The local controllers are dependent on reference 

generated by secondary control. In secondary control, the 

microgrid bus voltage maintenance, optimal utilization of 

energy storages and sources is ensured though the CCL.  

Whereas, the ECL handles the emergency conditions 
such as bus fault or source faults through reconfigurable 

control to coordinate various microgrid resources while 

identifying and isolating the faulty microgrid segment 

and continue the operations with remaining heathy 

system. The proposed autonomous LVDC-MG under 

study is designed to operate at 48 V and net rated power 

capacity of 4 kW composed of various locally available 

Renewable Energy Sources (RESs) including Solar 

Photovoltaic (SPV), Fuel Cell (FC), with battery-UC 

based Energy Storage System (ESS) with DC/DC 

converters. The ESS combination of battery-UC is used 
to compensates for slower dynamic response of battery 

during transient phases and to enhance the system power 

quality. The SPV system is generally operated with the 

Maximum Power Point Tracking (MPPT). The SPV 

converter is fed with solar PV emulator iTECH6536C 

which can mimic the characteristics of solar PV panels.  

The SPV is connected to microgrid bus through 

DC/DC boost converter. The battery pack with two 

batteries, each of 12V/35Ahr Lead-Acid type connected 

in series is used to form a battery source. The UC source 

is configured with LS-Mtron 165F/ 48V UC unit. The 

battery and UC are interfaced with MG bus through two 
distinct Bidirectional Converters (BDC). In addition to 

these sources, the emulated fuel cell imitating 

characteristics of 24 V/50 A Proton Exchange Membrane 

Fuel Cell (PEMFC) is used to support the MG bus load 

requirement. The proposed LVDC-MG power 

architecture thus configured have two dispatchable 

sources (ESS and FC) and one non-dispatchable source 

i.e., SPV. The MG bus is designed with a ring type bus 

configuration as shown in Fig. 3 which provides more 

reliability and flexibility in operation under any 

emergency conditions. MG bus is sectioned in multiple 
bus segments to allow easy isolation of faulty bus 

segment.  

 

 
 

Fig. 3. Schematic of LVDC MG with four bus segments forming Ring 

Power Network with the help of Ring Bus Coupler 
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The measurement and monitoring of voltages and 

currents in each of the segments and the nodes facilitates 

verification of the healthy status and onset of any fault 

conditions. The resistive elements shown in figure 

represents the MG bus resistance for that segment. Each 

of the converter associated with ESS and FC are 

programmed to work in different modes like VCM, 

CCM, droop control mode and that for SPV converter, 
MPPT mode and droop control modes are configured.  

For coordination control, communication based 

hierarchical control structure is used for power sharing 

from battery-based ESS and fuel cell to maintain stable 

bus voltage profile in steady state operating conditions.  

The coordination decision and local level control 

under normal and emergency conditions are implemented 

in different control layer. Various control boundaries 

have been identified based on the operational limits of 

the various microgrid resources. The Supervisory 

Controller (SC) is configured on TI’s Dual core 
TMS320F28379D board whereas the Local Controller 

(LC) for each source is realized on TI’s- TMS320F28069 

controller boards. A central Microgrid Bus Controller 

(MGBC) is embedded in TMS320F28379D board itself 

and is programmed for monitoring the bus voltage and 

branch currents to facilitate health assessment of the 

microgrid resources. It interacts closely with the 

supervisory controller. Fig. 4 shows the hardware setup 

of the proposed LVDC-MG under study. The detailed 

description of the hardware setup for the proposed study 

is reported in [13]. The proposed reconfigurable 

coordinated control is implemented through the 
interaction of MGBC with SC and LCs. MGBC is 

dedicated for observing the bus voltage / current 

parameters and evaluating the health of MG. The 

measured branch currents are used to perform fault 

identification and location algorithms. The 

reconfigurable control implementation is carried out at 

two levels viz.- first at the level of LCs with operational 

mode reconfiguration and second at the level of assigning 

the responsibility to each of the source with its LC to 

ensure the sustained operation under any emergency 

conditions.  

III.1. Control of Microgrid Source Converters 

A solar PV converter is configured to operate in either 

MPPT or current control mode. The Perturb and Observe 

(P&O) algorithm is used for MPPT. 
 

 
 

Fig. 4. Hardware Setup of the Proposed LVDC-MG  

The control structure for SPV converter is presented in 

Fig. 5(a). The Proportional-Integral (PI) controller is 

used in current and MPPT controllers. The PI controller 

transfer function is (Kp +KI /s). The mode of operation is 

selected by the Supervisory Control (SC). In SPV source, 

the MPPT mode is used as default mode to ensure the 

extraction of available power for supplying the microgrid 

loads and thus reducing the burden on other sources like 
FC, Battery, and UC. The CMC mode is activated when 

SPV power is more than the load demand. The bi-

directional converter is used to process the BESS power.  

As shown in Fig. 5(b), The BDC is designed to 

operate in three modes; viz.-CMC, VMC and battery 

charging mode. In the situation of excess generation from 

SPV, the battery charging mode is activated to maintain 

the MG bus voltage by absorbing excess power. The 

control scheme for Fuel Cell source converter is as 

shown in Fig. 5(c). In full load condition, the fuel cell 

source working in current controlled mode supplements 
the SPV sources feeding the load.  

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

Figs. 5. (a) Control Scheme of SPV Boost converter; (b) Control 

Scheme of BESS Converter; (c) Control Scheme of Fuel Cell converter; 

(d) Control Scheme of UC converter 
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It is configured in VMC to deliver the available power 

to the load while maintaining the MG bus voltage when 

Battery source is engaged in charging through the FC.  

The Type III controller is used for VMC operation of 

the FC source as the droop in the FC terminal voltage is 

significant from no load to full load condition. The ultra-

capacitor converter is configured in VMC, CMC and 

charging modes as shown in Fig. 5(d). The VMC mode is 
the default mode to handle the transient current 

requirement and thus to relieve the battery source from 

supplying the transient load. The reference voltage for 

UC source is always kept below MG bus voltage which 

is 48V. This ensures that the UC source will always be 

ready in VMC but will not be participating in power 

sharing under steady state operations. But in transient 

loading conditions, as the MG bus voltage falls below the 

reference voltage of UC source, the UC will pump the 

current to fulfill the transient demand. It is ensured that 

the UC’s State of the Charge (SoC) is always maintained 
above 50% for its readiness to handle transient load 

conditions. The charging mode facilitates the fast 

charging of the UC under any possible situations. Under 

light load conditions, the UC source also facilitates the 

CMC mode to supplement battery and FC sources.  

III.2. Converter Specifications and Controller for 

Microgrid Source Converters  

As mentioned earlier, Boost converter topology shown 

Fig. 6(a) is used for the SPV and FC sources, and the 

Bidirectional Converter (BDC) topology shown in Fig. 

6(b) is used for Battery and UC sources. The BDC 

provides buck and boost operations for facilitating the 
charging and discharging of Battery and UC. Table I 

gives the details of the converter’s specifications used for 
the proposed LVDC Microgrid. Local Controllers (LCs) 

acting directly on these converters are designed with the 

VMC, CMC, Charging/ Discharging modes and MPPT 

control algorithms. 
 

 
(a) 

 

 
(b) 

 

Figs. 6. (a) Boost Converter used for SPV and Fuel Cell Source; (b) Bi-

directional Converter (BDC) used for Battery and UC 

TABLE I 

CONVERTERS SPECIFICATIONS AND COMPONENTS USED 

Source & 

Converter type 
VIN POC (kW) L (mH) ESRL CDC ESRC 

Battery (BDC) 24V 1kW 
0.56 mH 

50A 
10mΩ 

470µF 

200V 
0.05Ω 

SPV (Boost) 31V 1kW 
0.26 mH 

50A 
6 mΩ 

1000µF 

200V 
0.1Ω 

Fuel Cell 

(Boost) 
24V 1.2kW 

0.56 mH 

50A 
10mΩ 

1000µF 

200V 
0.1Ω 

UC (BDC) 24V 
2.0 kW 

(peak) 

0.56 mH 

50A 
10mΩ 

200µF 

200V 
0.17Ω 

 

The selection of the operational mode is done through 

the coordinated control algorithm through Supervisory 

control. Some insights about the current and voltage 

controllers used in the above modes are described below. 

III.3. Current Controller and Voltage Controller 

CMC and VMC are implemented with outer voltage 
control loop and inner current control loop. The current 

control loop is designed with the wider bandwidth to 

provide faster response (time constant τCI) while to avoid 

the disturbance due to switching frequency (ωS) 

component in the feedback loop, the gain-crossover 

frequency (ωCI) < ωS is ensured. In this study, generally, 

ωCI is set to ωS /10. The Plant Transfer Function (GI) for 

Buck/ Boost/ Bi-directional converter for current 

controller is given in Table II. The dominant pole of 

Gp(s) located at S = -ESRL/L� = 2āĂāĀ/Ā is poorly 

stable as the ESRL is very low. Therefore, a PI controller 
is effective to ensure the stable reference current 

tracking. The outer voltage controller bandwidth is set to 

1/30th of ωs as faster dynamic response is not generally 

essential. The plant transfer function (GV) for voltage 

controller is as given in Table II. Fig. 7 shows the Bode 

plot of open loop and closed loop system transfer 

function for current controller and voltage controller for 

SPV boost converter.  
 

TABLE II 

CONVERTERS PLANT TRANSFER FUNCTION AND CONTROLLER 

Plant Transfer Function (PTF)/Controller 

Current Controller 

PTF �Ā(Ă) =  �Ā��̂  =  1Āþ + āĂāĀ  

 

Controller              �ÿĀ(Ă) = ÿ�þ + ÿ�þ  

Where ÿĄ =  Ā�ÿĀ  ;  ÿĀ =  āĂāĀ�ÿĀ  ;  �ÿĀ =  1 �ÿĀ⁄  

Voltage Controller 

PTF 

�ā(Ă) =  �ă��̂  =  �ĀĂ(1 2 Ā)2  ( Ă�āþý� + 1)  (1 2 Ă�ýÿĄ )( Ă�ă)2 + Ă�ăĀ + 1  

 

Controller          �ÿā(Ă) =  ������� ( √����)2
þ ( �√���� +1)2 

Where �āþý� =  1āĂāÿ  ;   �ă =  1√Āÿ   ;  �ăĀ =  �ýÿĄ =  āĀăýĀĀ  
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Fig. 7. Bode plot of open-loop and closed-loop system transfer function 

for voltage and current controllers of Boost converter for SPV source 

 

The dominant double pole of GV, results in a sudden 

phase lag of 180° which needs to be compensated by a 

phase boost. Generally, Type III compensator is more 

suitable for such applications, but in this study PI 

controller is used. which results in slight instability. 

III.4. Maximum Power Point Tracking Control (MPPT) 

The standard Perturb and Observe (P&O) MPPT 

algorithm is incorporated to extract maximum power 

from SPV source under all operating conditions. The 

MPPT control algorithm is integrated with CMC operates 
SPV source at around 30 V to deliver the available power 

to the load at given radiation level. 

III.5. Power Sharing Strategy  

Due to dynamically changing MG sources especially 

SPV source and continuous change in load, unbalance in 

source and load power is introduced in autonomous 

microgrid operation which in turn affects the MG bus 

voltage profile. To overcome the above-mentioned 

problem, coordinated operation of each MG source and 

ESSs converters is needed. The proposed coordinated 

control strategy ensures the reliable power supply and 

optimal source utilization under all operating conditions.  
Under the light load conditions, the SPV source is 

operated in MPPT mode to extract maximum energy 

available and supply the load. The battery and UC 

sources are operated in charging mode to absorb the 

differential power. The FC source is kept on standby.  

The power is balanced between system load and 

sources using following Eq. (1): 

 ÿĄā = ÿĀ + ÿþāþþ + ÿĀÿ  (1) 

 
All such normal operating conditions and the 

corresponding converter control modes are shown in 

Table III. The sources which are configured in VMC 

shall maintain the MG Bus voltage and the one in CMC 

will supply the demanded load power. The source with 

VMC operation will dynamically supply the load power 

as per the requirement.  

TABLE III 

CONVERTER OPERATING MODES UNDER 

NORMAL LOADING CONDITIONS 

Operating Modes / Load 

condition 
SPV Battery Fuel Cell UC 

Light Load with Battery 

and/or UC charging 

MPPT 

Mode 

Charging 

Mode 

Charging 

Mode 

Charging 

Mode ÿĄā =  ÿĀ +  ÿþāþþ + ÿĀÿ  

Light Load with Battery 

and/or UC Discharging 

mode 

CMC VMC OFF 
VMC 

@44V 

(Normal) ÿĄā + ÿþāþþ = ÿĀ 

(Transient) PPV + PBESS + PUC = PL 

Partial Load 

MPPT / 

CMC 

VMC/ 

CMC 

OFF/ CMC/ 

VMC 

VMC 

@44V ÿĄā +  ÿþāþþ +  ÿĀÿ +  ÿĂÿ =  ÿĀ  

Full load 
MPPT VMC CMC 

VMC 

@44V ÿĄā +  ÿþāþþ +  ÿĀÿ +  ÿĂÿ =  ÿĀ  

 

The UC source is configured to operate in VMC with 

the reference voltage set at slightly more than 90% of the 

bus voltage i.e., approximately 44 V. 

IV. Proposed Reconfigurable 

Coordination Control Scheme  

In a microgrid, it is very essential to ensure the 

availability of power to the load under all operating 

condition. In steady state conditions, the microgrid 

operational control is required to engage only in the 

source power management and the load management.  

But the microgrid may face some of the emergency 

situations as listed below which are to be tackled: 
1. Short circuit fault at MG bus or source terminals; 

2. Loss of the dispatchable source maintaining the MG 

bus voltage; 

3. Failure of a source due to: 

a. Loss of source power- SPV with no solar 

radiation (passing clouds) or battery with sudden 

loss of SoC; 

b. Loss of local controller of a particular source 

converter; 

c. Any other critical component failure of a 

particular source converter; 
4. Loss of communication link; 

5. Heavy overload or high transient current loading. 

In autonomous microgrids, there can be many more 

abnormal or emergency situations that may result in a 

difficulty to maintain the microgrid operational. Some 

cases may cause the microgrid to shut down completely.  

In case of shutdown, the microgrid need to go through 

the black-start operation to initiate the process of 

energization the network. So, it is important that in 

emergency conditions, the microgrid should sustained its 

operation in best possible ways [14]. For safe and reliable 
operation, the system demands significant change in 

control and coordination between various subsystems of 

microgrid to survive and continue the operation. The 

emergency control is designed to maintain the reliability 

of the supply when abnormal conditions occur in the 

system. The emergency control has the higher priority to 

schedule each source, storage, and load converter 
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operating in a reasonable mode. The control action is 

based on observability of branch current magnitude over 

each bus segment of the microgrid. The proposed scheme 

is implemented with the help of the MGBC. Some of the 

emergency conditions can be handled through the simple 

coordination. Some situations like loss of a dispatchable 

or MG bus faults etc., demands restructuring or 

reconfigurable feature to ensure the continuation of 
operation through healthy resources and isolation of 

faulty elements. The simulation and experimental studies 

were carried out to verify the effectiveness of operational 

management of microgrid under both steady state and 

abnormal or emergency conditions. The following 

subsection highlights some of the key simulation results 

of the proposed reconfigurable coordinated control 

functionalities to sustain the MG operation under the 

specific emergency conditions. 

IV.1. Simulation Study of the Emergency 

Fault Conditions 

As shown in Fig. 3, the DCMG under study is 

designed with two dispatchable sources, Battery and 

Emulated Fuel Cell. These are supported with one non-

dispatchable source i.e., solar PV source and the transient 

backup provided by UC source. As mentioned in Table 

III, in this power architecture, at any given time, battery 

source shall operate to maintain the MG bus voltage and 

SPV source will be engaged in managing the load current 

requirement. The SPV source is also controlled to 

maintain the SoC of the battery to a suitable value. The 

FC source is engaged only when the effective load on DC 

MG is large enough. In the situation when the battery 
source fails or not in position to maintain the MG bus 

voltage, then also the FC is engaged to execute the 

responsibility given to the battery source. With the above 

considerations the proposed DCMG simulation model is 

created in PSIM simulation platform and various 

operating conditions have been simulated. The 

simulation results are as shown below. Fig. 8 shows the 

simulation result of the continuous high impedance fault 

on MG bus on bus segment S3 with 1 Ω load resistor is 
shunted across the MG bus terminals. The high 

impedance fault level is in the range of 35 A. The 
sustained high impedance fault does not take MG bus 

voltage to zero but causes significant voltage dip nearly 

to 13 V. 
 

 
 

Fig. 8. Continuous High Impedance fault (1Ω) with Battery Source in 
VMC and SPV CMC mode (current in A and voltage in V) 

Fig. 9 shows the simulation result of the continuous 

Dead short circuit fault on MG bus segment S3. The 

simulated short circuit fault level (Iflt1) is in the range of 

200 A. The contribution from all active MG sources also 

can be seen. The similar simulations were carried out 

when FC is operated in place of battery source to 

understand the fault levels. The results are as shown in 

Fig. 10 and Fig. 11. As can be seen, the fault current 
levels are much lower compared to the battery source 

operations. This is due to the fact the FC source has a 

limited peak current capacity compared to the battery 

source. 

IV.2. Simulation Study of the Reconfigurable Control 

Under Emergency Fault Conditions 

These simulations are carried out to verify the 

effectiveness of the proposed reconfigurable coordinated 

control. The reconfigurable coordinated control is carried 

out at two levels. One at the power topology and second 

at the operational control of the sources. In the event of 
faults like short circuit on MG bus, MGBC controller 

monitoring the current and voltages at every branch and 

nodes, detects the increase in the fault current or dip in 

the MG bus voltage.  
 

 
 

Fig. 9. Continuous Dead Short Circuit fault with Battery source in 

VMC and SPV CMC mode (current in A and voltage in V) 

 

 
 

Fig. 10. Continuous High Impedance fault (1Ω) with FC source in 
VMC and SPV in CMC mode (current in A and voltage in V) 

 

 
 

Fig. 11. Continuous Dead Short Circuit fault with FC Source in VMC 

and SPV CMC mode (current in A and voltage in V) 
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The MGBC controller is programmed to identify the 

location of the fault based on the current and voltage 

status of each bus segment. Once the faulty bus segment 

is identified, that bus segment is isolated by opening the 

branch switches by MGBC. Thus, faculty section is 

separated keeping the healthy section to continue the MG 

operation. The MGBC samples the data of the various 

nodes and branches at the interval of control code ticking 
time i.e., 50 µs. Considering the system time constant, 

the response time decided is 10 ms which is safer for all 

the MG resources. Fig. 12 shows the simulation result 

where a dead short circuit fault on MG bus segment S3 at 

2 seconds results in fault current to rise around 200 A 

(Ifilt1). MGBC identifies the fault and isolates bus 

segment S3 in 10 ms restoring the healthy sections of 

MG bus. As this isolation disconnects the rest of the 

healthy section of MG bus from battery source, the Ring 

bus-coupler is closed to reroute the power to the MG 

load. Thus, there is reconfiguration of the power 
topology at bus level helps to restore the operating 

condition prevailing before the fault. Fig. 13 shows the 

simulation result where a high impedance fault on MG 

bus segment S3 at 2 seconds results in fault current to 

rise around 35 A (Ifilt1). In this case also, the MGBC 

identifies the fault and isolates bus segment S3 in 10 

milliseconds restoring the healthy sections of MG bus.   

Thus, there is a reconfiguration of the power topology 

at bus level which helps to restore the operating 

conditions prevailing before the fault. Figs. 14 and Figs. 

15 show the similar fault conditions at non-critical load 

segment (dead short as well as high impedance fault 
conditions). MGBC shows it way to disconnect and 

isolate the complete the non-critical load, isolating the 

faulty load segment while maintaining the critical load 

supply without any disruptions.  
 

 
 

Fig. 12. Dead Short Circuit fault on MG f with Battery source in VMC 

and SPV CMC mode occurred at 2 s and isolated in 10 ms restoring the 

healthy sections of MG bus. (Current A / Voltage V) 

 

 
 

Fig. 13. High Impedance fault with Battery Source in VMC and SPV 

CMC mode (current (A) / voltage (V) occurred at 2 s.  

and isolated in 10 ms 

 
(a) 

 

 
(b) 

 
Figs. 14. (a) High Impedance fault (1Ω) at Non-Critical Load (NCL) 

termination (current in amps and voltage in volts) occurred at 2 s and 

isolated in 10 ms (b) Expanded view 

 

 
(a) 

 

 
(b) 

 

Figs. 15. (a) Dead Short circuit fault at Noncritical load (NCL) 

termination (current in amps and voltage in volts) occurred at 2 s; (b) 

Expanded view 

 

The recovery of system shows the increase in bus 

voltage (as can be seen in the expanded view) after the 

isolation which is due to the sudden reduction in MG bus 

load.  

The loss of source maintaining the MG bus voltage 
can be very dangerous as it may result in sudden rise or 

fall in bus voltage resulting in damage to the connected 

resources and load. Fig. 16 shows the emergency 

condition where there is loss of the battery source 

resulting in MG bus operation with SPV in CMC mode.  
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Fig. 16. Loss of Battery source resulting in MG bus operation with SPV 

with CMC mode- Reconfiguration of the FC source to maintain the bus 

voltage and the stability of the system 

 

The reconfiguration of the MG control to transfer this 

responsibility to the FC source to maintain the bus 
voltage and maintain system stability. As can be seen in 

Fig. 16, the MG bus voltage witnesses a voltage dip 

rather than complete non-operational situation. The 

battery source becomes inactive after the event. Whereas, 

the FC source manages the show with SPV source to 

maintain the MG Bus stability. 

IV.3. Experimental Study of the Emergency 

Fault Conditions 

In an autonomous LVDC-MG, the short circuit fault 

level is determined by the factors viz. the number of 

sources operating under given situation, the available 
source power capacity and peak current rating and source 

to fault network impedance. In order to activate the 

emergency response mechanism under the reconfigurable 

coordinated control, it is essential to know these fault 

levels and other parameters like bus voltage so that the 

appropriate threshold can be fixed. The emergency 

conditions were created on the Microgrid lab prototype 

shown in Fig. 4. In normal operation, the battery source 

is set to operate in VMC mode and SPV in CMC mode 

while feeding the normal load on MG bus. The 

temporary dead short circuit is created across the MG bus 

terminals for approximately 120 ms. Fig. 17(a) shows the 
impact of this situation on the MG bus voltage dipping to 

zero during this period. The short circuit contribution by 

SPV source is limited due to it CMC mode of operation 

and limited by source short circuit capacity. Transient 

contribution comes from output capacitors of the 

converters which is around 200 A. Fig. 17(b) shows the 

contribution of battery and SPV sources towards the high 

impedance fault (heavy overload) case, a 1 Ω load 
resistance is connected across the MG bus for short 

duration. The fault current is limited to 40 A. Fig. 17(c) 

shows the impact of capacitor bank switching transient 
on MG operation. The amplitude of the transient current 

drawn by the capacitor bank depends upon the bus 

voltage and capacitor value. In this case, uncharged film 

capacitor bank of 200 µF is placed across the MG bus.  

This transient loading does not affect the MG bus 

voltage, but can impact any of the MG source while 

supplying the transient current seriously resulting in 

probable converter protection to get activated. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figs. 17. (a)Temporary Dead Short Circuit fault at bus segment S2; (b) 

Short duration High Impedance fault (1Ω) on MG bus segment S2; (c) 

Transient current demand-with Capacitive bank switching 

 

Figs. 18 show the impact of the loss of generation 

from any of the active MG source. Fig. 18(a) shows the 

normal operation for the reference. Battery source 

operating in VMC and SPV source in CMC mode. SPV 
source delivers the set power to the load and rest comes 

from battery source. In the event of passing cloud over 

the SPV panels will result in loss of its generation 

suddenly and then battery source has to take on the 

complete MG load as can be seen in Fig. 18(b). Figs. 

18(c), (d) and (e) show three different operating 

conditions resulting in different impact on the MG bus 

voltage when the loss of battery source takes place.  Fig. 

18(c) shows impact of loss of the battery source when the 

SPV source is handling the complete MG bus load. In 

this case the MG bus voltage does not change, the system 

appears to be healthy. Fig. 18(d) shows the impact of 
load changes under these conditions resulting in 

continuous change in bus voltage as SPV source is 

operating in CMC mode. Fig. 18(d) shows the significant 

fall in MG bus voltage leading to possible shutdown of 

MG. The complete shutdown is not desirable in MG 

operation.  



 

S. Muchande, S. Thale 

Copyright © 2023 Praise Worthy Prize S.r.l. - All rights reserved  International Review of Electrical Engineering, Vol. 18, N. 1 

46 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

 

Figs. 18. (a) Normal operation of MG; (b) Loss of the SPV source 

generation resulting in sudden loading of battery source; (c) SPV 

source handling the complete MG bus load in normal condition 

resulting in constant MG bus voltage in the event of loss of the battery 

source; (d) Loss of the battery source resulting continuous change in 

Mg bus voltage due to CMC operation of the SPV source; (e) 

significant fall in MG bus voltage 

The next section illustrates how the proposed 

reconfigurable coordinated control offers recovery out of 

these situations. 

IV.4. Experimental Study of Reconfigurable Control 

Under Emergency Fault Conditions 

In the event of loss of the source operating in VMC 

mode responsible for maintaining the MG bus voltage, 

one of the solutions is to bring in alternate source in 
VMC mode to take over the same responsibility. In the 

proposed MG power architecture, FC is an alternative to 

battery being a dispatchable source. Before the event, the 

FC source may be active in CMC mode or on idle 

depending on the load demand. If it is operating in CMC 

mode, then immediately after the failure of battery 

source, the FC mode is changed to VMC from CMC as 

shown in Fig. 19.  

The loss of battery source is identified as the bus 

voltage falls significantly except under balanced power 

conditions. This emergency condition is managed with 
reconfigurable control approach resulting in continuous 

MG operation with only small glitch in the MG bus 

voltage.  

Fig. 20(a) shows dead short circuit fault resulting in 

large current drawn from all the active sources. The 

MGBC monitoring the node voltages and branch current, 

identifies the location of the fault, trips the relevant bus 

contactors isolates the faulty bus segment and close the 

Ring bus coupler.  

This sequence of operation facilitates the quick (40 

ms) recovery of MG from dead short circuit fault. Fig. 

20(b) shows the similar situation with higher fault 
impedance (1Ω) resulting in lesser fault current but 
MGBC locates and isolates the fault allowing with 

reconfigurable control to recover the system. 

Figs. 21(a) and (b) show the participation of UC 

source under dead short circuit and high impedance short 

circuit fault conditions. Under any kind of short circuit 

faults, the UC source significantly contributes to fault 

current along with the other source. This increase fault 

current levels, enables the quick detection, location and 

isolation of faulty bus segment, therefore quick recovery 

of the system. Only in this case 50% rise in MG bus 
voltage is observed for a short period due to faster 

dynamics of the UC. 
 

 
 

Fig. 19. Loss of Battery source (VMC mode): FC Switches to VMC 

mode from CMC mode and maintain the stability of the microgrid 
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(a) 

 

 
(b) 

 

Figs. 20. (a) MG bus Short Circuit fault with Reconfigurable Control, 

(b) High Short Circuit Impedance Fault with Reconfigurable Control 

 

 
(a) 

 

 
(b) 

 

Figs. 21. MG bus Short Circuit Fault and MG bus High Short Circuit 

Impedance Fault with UC source participation. Reconfigurable Control 

restores the system quickly 

IV.5. Results and Discussions 

The results obtained in simulation and 

experimentation show successful implementation of a 

novel reconfigurable coordinated control for a low 

voltage autonomous DC Microgrid. As can be seen from 

the simulation and hardware results Under, the normal 

operating conditions, the power sharing between various 

sources ensures the appropriate loading of each 

microgrid sources while fulfilling the load requirement.  

The power balance with generation and load demand 

is always met to ensure the MG bus voltage to have 

constant flat profile.  

The reconfigurable coordinated control feature is 

extremely useful to sustain the microgrid operation under 

emergency conditions. The simulation and 

experimentation results with overload, transient loading, 

loss of generation and short circuit conditions on MG 
system provide assured continuity of the MG operation. 

The reliability enhancement of MG through this 

reconfiguration is witnessed in the results.   

One more aspect also gets highlighted in the results 

that after the reconfiguration of the system topology or 

control, the operation of MG continues to assume the 

normal operating conditions with the healthy microgrid 

resources and share the load current according to the laid 

down the control laws. The proposed control strategy 

assures the reliable operation under normal as well as 

emergency conditions thus meeting the achievement of 
main objectives of microgrids. In LVDC Autonomous 

MG, the successful control strategy implementation 

demands clear understanding of dynamics of all energy 

sources and storage elements used in power topology.   

V. Conclusion 

Autonomous LV DC microgrids are very important 

from the context of remote area electrification where grid 
supply is not available. Sustainable and reliable 

Microgrid operation under all circumstances will be one 

of the major requirements in such applications.  

Appropriate power architecture based on locally 

available energy resources along with the proposed novel 

reconfigurable coordinated control strategy can provide 

such possibility.  

This paper illustrated the particulars of LVDC 

autonomous microgrid power topology, a proposed 

reconfigurable control architecture and operational 

details under steady state and emergency conditions. The 
proposed reconfigurable control showcased the reliability 

of the system with a three layered hierarchy of 

emergency control layer sandwiched between the 

supervisory and local control layers. The proposed 

emergency” control layer facilitates of system 
management under emergency conditions to coordinate 

the energy sources, loads and controllers. It provides the 

fault identification and isolation to ensure the reliable 

operation of the healthy microgrid sections and speedy 

recovery of faulty section. The key hardware and 

simulations results presented validate the proposed 

architecture along with the control implementation. The 
research work illustrated in this paper did not account for 

source and system optimization. In future scope of the 

work, the source and system performance optimization 

can be achieved. The objective function can be 

configured around economic dispatch, life cycle 

optimization while ensuring the reliability under all 

operating conditions. This shall be then the best solution 

for remote area electrification. 
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Abstract

Cellulosic materials find applications in pharmaceutical, food, and cosmetic industry due to their surface, mechanical, and 

antimicrobial properties. Many investigations are reported on synthesis of cellulosic products from raw feedstocks that con-

tains 40 to 80% cellulose. Microcrystalline cellulose (MCC) is synthesized from raw feedstock with a methodology involving 

alkali treatment, acid hydrolysis, and dewatering. Various modifications in terms of alkali, acid, and dewatering methods 

are explored for effective synthesis with desired characteristics. Also application-oriented research include combination of 

MCC with polymers to get better and customized materials. Microcrystalline cellulose is also used as an anticaking mate-

rial, dispersing agent, and stabilizer. The properties of microcrystalline material depends on the synthesis conditions and 

the starting material. Being microcrystalline in structure, the characterization for its size, strength, crystallinity, pH, crystal 

size, stability, and flow properties is an important factor deciding the suitability of the material for specific applications. 

This review provides important insight on raw materials and MCC properties. The sisal fiber MCC was reported to have 

crystallinity index 81.5% and the Kraft pulp MCC, 88%, highest among the feedstocks. Carr’s index was highest, 29–26%, 

for cotton MCC. pH of the product ranged from 6 to 7. The yield of MCC for raw feedstock was reported to be satisfactory, 

the highest being 88% for Rabdosia rubescens residue. This article reviews the investigations on MCC to explore feedstocks, 

characterization methods, and applications of microcrystalline cellulose in pure and composite form.

Keywords Crystallinity · Angle of repose · Yield · Carr’s index · Hausner ratio

1 Introduction

Cellulose is the material that is abundantly present in the wood. 

It consists 1–4-linked β-D-anhydro glucopyranose [1, 2]. Cellu-

lose in various forms is used in food, packaging, pharmaceuti-

cal, and beauty industry [3–7]. These forms are hydroxypropyl 

methyl cellulose phthalate, cellulose acetate butyrate, cellulose 

acetate phthalate, cellulose acetate trimelitate (CAT), and cel-

lulose acetate (CA). Synthesis of cellulose and its derivatives is 

being explored by investigators for customized properties and 

novel methods [8–12]. In food industry, cellulose is used as an 

additive [13–17]. It is being used as an antimicrobial agent and 

coating film for packaging in the food industry applications 

[18–23]. Some modern applications involve cellulose com-

posites with polymers for better properties [13–15]. Various 

forms of cellulosic materials are also explored for their applica-

tion in paint, pigment, and color industry due to their reduced 

environmental foot prints compared to synthetic counterparts 

[24–27]. Their antimicrobial properties are advantage in these 

applications [28–32]. Cellulose is basically a linear polymer of 

glucose whereas MCC is the partially depolymerized cellulose. 

Pristine cellulose is less reactive. Cellulose fibrils contains two 

domains, one is highly ordered and other amorphous. MCC and 

cellulose nanocrystals can be separated from cellulosic sources 

[33–36]. Lignocellulosic cellulose is referred to as hemicellulose 

frequently. The crystalline cellulose is a result of the hydrogen 

bonds between monomers of glucose cellulose structure. The 

cellulose is classified as alpha, beta, and gamma based on its 

solubility in 17.5% sodium hydroxide. Crystalline structure of 

MCC is discontinuous and contains amorphous regions. The 

cellulose in the form of micro and nanocrystals has excellent 

mechanical and structural properties [32, 37, 38]. These forms 
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and their composites can be derived from cellulose feed stocks 

and can be complexed with polymers for customized material 

solutions [39–43]. Lignocellulosic biomass is also explored for 

synthesis of fuel [44–47]. Cellulose in the form of microcrystal-

line cellulose is a widely investigated material for its synthesis 

and applications. This article sheds light on the investigation on 

raw materials, synthesis methods, characterization, and applica-

tion of MCC. Along with food, packaging, and pharmaceutical 

industry, MCC also finds application in membranes [48, 49].

Refined wood pulp is termed as microcrystalline cellulose 

[48]. Micro cellulose (MCC) can be used as an anti-caking 

agent, emulsifier, emulsion and thermal stabilizer, and tabulat-

ing and dispersing agent. The pharmaceutical industry is a major 

candidate for MCC utilization [48–52]. For the applications of 

MCC in pharmaceutical industry, the hydrogen bonding is a 

very important aspect [53–55]. Derivatives of cellulose namely 

nitrocellulose, cellophane, and cellulose acetate find applica-

tions in pharma industries [56]. Cellulose is half polymerized 

to obtain MCC [57–61]. Due to its superior excipient properties 

and dry nature, it is a widely used binder in pharmaceuticals 

[53–57]. Less lubrication during tableting is an added advan-

tage. Important properties that contribute to a wide application 

of MCC include crystallinity, mechanical strength, and moisture 

content [62–64]. MCC can be synthesized by various processes 

namely enzyme mediated, steam explosion, acid hydrolysis, and 

reactive extrusion [65].

Synthesis of MCC from agricultural and other low-cost 

material is explored by the investigators to optimize the param-

eters, characterize the product, and explore the possibility of 

composite material with superior properties [66–68]. Recent 

studies indicate that due to its surface properties, microcrystal-

line cellulose can be used as an adsorbent for dyes and heavy 

metals [69–71]. Microcrystalline cellulose demand is increasing 

with its novel applications, and sustainable synthesis methods 

[72–75]. US market size in 2021 was 269.6 million dollars and 

for China it was 225.1 million dollars [72].

Many investigations are currently focused on the raw 

materials for better yield, properties, and economy. These 

articles contain the raw material purification, isolation of 

compounds, hydrolysis, and product analysis. Each of these 

aspect needs detailed discussion. In reported literatures, 

these aspects are discussed separately. This article is an 

attempt to discuss raw materials, characterization, synthesis, 

and application-oriented research.

2  Raw Materials

Raw materials for microcrystalline cellulose are composed 

of lignin, hemicelluloses, and cellulose. Wood pulp and cot-

ton linters are usually used as a source for the synthesis of 

microcrystalline cellulose. Various plant fibers can be used 

for synthesis of MCC. Sisal is one such plant used for MCC 

synthesis. Investigations are reported on synthesis of MCC 

from sisal fibers [76]. Ropes, cordages, and nets are prepared 

from the sisal fibers. Application of these fibers for such mate-

rials is practiced since long ago. Use of raw material depends 

on the availability and cost. In countries like Bangladesh, local 

raw material Bombax ceiba L. known as shimul-tula is found 

everywhere [77]. Vora and Shah, in their investigation, used 

corn husk as a raw material [78]. They carried out acid and 

alkali treatment followed by bleaching with sodium hypochlo-

rite. Suryadi et al. used water hyacinth powder as a raw mate-

rial for MCC synthesis [79]. In enzymatic hydrolysis, they 

optimized the hydrolysis time. Achor et al. used dried bark of 

the fruit of the plant Lageriana siceraria for MCC synthesis 

[80]. Swantomo et al. explored use of waste cotton fabrics for 

synthesis of microcrystalline cellulose [81]. These materials 

were obtained from tailoring and shredding activities. Micro-

crystalline cellulose synthesis from coconut fiber was reported 

by Nasution et al. [82]. Bleached Kraft bagasse and bleached 

soda rice straw pulps were used as a raw material for MCC by 

Hassan and El-Sakhawy [83]. They prepared bleached cotton 

stalks pulp by pulping cotton stalks with sodium hydroxide 

and bleached with sodium hypochlorite. Raw oil palm empty 

fruit bunch (REFB) fiber was used for MCC by Junadi et al. 

[84]. Lembang plant (Typha angustifolia L.) was a source of 

MCC in investigation carried out by Adawiyah et al. [85]. 

Rizka et al. used cotton waste from local cotton mill for MCC 

preparation [86]. First it was cleaned from dirt, leaves, roots 

branches, etc. and then fed to cotton selector machine to obtain 

cotton lint. In Asian countries, jute fiber or jute stick is an 

easily available raw material for MCC [87, 88]. Many agri-

cultural raw materials, cotton linters, and plant part can be 

used for MCC synthesis with more or less modifications in 

heating methods [89–92]. Bacterial cellulose is also reported 

as a raw material for MCC [93]. Betung bamboo (Dendro-

calamus asper) was used for MCC with extraction methods 

namely (1) decoction extraction, (2) maseration with ethanol, 

and (3) maseration with ethanol:n-hexane (2:1) [94]. Murigi 

et al. compared the microcrystalline cellulose synthesis from 

Kenyan Biomass materials namely banana stem, rice straws, 

water hyacinth, and papyrus reeds [95]. Flowability of banana 

stem MCC was the highest and least for papyrus reeds MCC. 

In an investigation involving rice husk, Ahmad et al. observed 

that 2 M nitric acid resulted in 83% MCC yield while 1 M, 

80%, and 1 and 2 M hydrochloric acid resulted in 60 and 

69% yield respectively [96]. Crystallinity index of 2 M nitric 

acid–treated MCC was 63.9% compared to other acids [96]. 

Investigations are also reported on utilization of waste papers, 

hardwood, fly ash, bean hulls, and grass as raw material for 

MCC [97–99]. Many investigations are reported on methods 

to form composite material to take advantage of MCC proper-

ties and remove drawbacks of conventional materials like poor 

mechanical properties, hydrophobicity, and surface morphol-

ogy [100–106]. Figure 1 depicts the raw materials used for 
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MCC synthesis. Composition of some selective raw materials 

is summarized in Table 1.

3  Synthesis methodologies

The use of extracting method for micro cellulose depends 

on the amount cellulose in the raw material and properties 

of the products obtained. Micro cellulose from renewable 

sources is gaining importance due to environmental con-

cerns. Synthesis of MCC consists of a separation of lignin 

and then extraction of hemicelluloses by bleaching and 

washing. In the experiments conducted by Singh et al., sisal 

fibers were washed with water repeatedly and then dried at 

353 K for one day [76]. Then the fibers were chopped to 

3–6 mm and then subjected to caustic treatment at 353 K for 

240 min. Residual alkali was removed by washing. Hydro-

gen peroxide was used as a bleaching agent and it was car-

ried out at 328 K for 60 min at pH value ranging from 10 to 

11. In the preparation of MCC from Bombax ceiba L., alpha 

cellulose preparation from bamboo cotton is followed by 

treatment with hydrochloric acid. After heating this sample 

at 100 °C and cooling to room temperature, the obtained 

alpha cellulose is washed with water to remove the acid [77]. 

Fig. 1  Raw materials for MCC

Table 1  Raw material composition

Source Cellulose % Lignin % Hemicelluloses % 
/holocellulose

Wax %/ash % Moisture %/ash% Other

Sisal fibers [76] 50–74 8–11 10–14 hemicelluloses 2 2–4 moisture 1% pectin

Pretreated cotton [77] ___ ___ ___ ___ 5–6 moisture ___

Coconut fiber [82] 44.2 20.5 56.3 holocellulose 2.2 ash ___ ___

Bagasse-bleached pulp [83] 77.6 (alpha cellulose) 0.84 21.4 hemicelluloses ___ 1.3 ash ___

Cotton stalks bleached pulp 
[83]

75.1 (alpha cellulose) 0.94 19.3 hemicelluloses ___ 1.3 ash ___

Rice straw bleached pulp [83] 71.2 (alpha cellulose) 1.32 17.4 hemicelluloses ___ 13.8 ash ___

Jute stick fiber [87] 65.8 14.67 18 hemicellulose ___ 0.65 ash 0.3 pectin

Rice husk [96] ___ ___ ___ ___ Crystallinity 
index 39%

Washingtonia trunk spine raw 
fibre [105]

41 (alpha cellulose) 21 21 hemicellulose ___ ___ ___
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For obtaining MCC from corn husk, the material is pulver-

ized to the powder. Sodium hydroxide is used to delignify 

it. Then it is treated with acids and distilled, and washed 

repeatedly until neutral pH was obtained. Drying happens 

to be the last process in the sequence to obtain MCC [78]. In 

their work, oil palm trunk, and stem of water hyacinth were 

used for microorganism synthesis by Suryadi et al. [79]. 

Achor et al. used dried bark of the fruit of the plant Lageri-

ana siceraria for MCC synthesis [80]. The treatment with 

sodium hydroxide, acid, and hypochlorite washing yielded 

alpha cellulose. The alpha cellulose was acid hydrolyzed, 

filtered, and dried to obtain product [80].

The synthesis of MCC from waste cotton, which was disinte-

grated using 35% hydrogen peroxide for 120 min at 363 K, was 

irradiated in a Gamma Chamber-40 [81]. Washing and grounded 

yielded the final product. Nasution et al., for obtaining MCC 

from coconut fibers, used nitric acid instead of commonly used 

hydrochloric acid to obtain alpha cellulose [82]. For the prepara-

tion of the MCC from agricultural waste, bleached pulp obtained 

from waste was hydrolyzed with distilled water and washed. In 

the application of ultrasound for extraction of MCC from alpha 

cellulose (raw oil palm empty fruit bunch fiber), Junadi et al. 

soaked the cellulose in 10% sodium hydroxide (1:25 ratio) fol-

lowed by ultrasonic treatment, and then repeatedly ultrafiltered 

[84]. The resultant MCC had 81% crystallinity compared to 

45–54% (REFB and cellulose). Ultrasound-assisted synthesis 

exhibited 53% increase in the crystal size of REFB. In the pro-

cess of obtaining MCC from cotton waste from mills, the cotton 

lint is first treated with sodium hydroxide solution and bleached 

with hydrogen peroxide [86]. This is followed by usual steps 

of acid hydrolysis and dewatering/drying. The heating of the 

sample required post hydrolysis can be made more effective with 

microwave heating [88]. Two stage hydrolysis in MCC synthesis 

yields better results than single stage [88–90]. Figure 2 describes 

the common steps involved in MCC synthesis.

4  Characterization Methods and Analysis

The characterization includes particle size analysis, Fou-

rier transform infrared spectrophotometer (FTIR) analy-

sis, Gravimetric analysis, X-ray diffraction meter analysis, 

scanning electron microscopy, and water retention time 

[76]. The particle size of MCC derived from sisal fiber 

was more (14 µM) than commercial MCC (10.5 µM). FTIR 

studies were used to characterize lignin present, indicated 

by peaks at  1500−1, 1600  cm−1. Absence of transmittance 

bands  (1500−1, 1600  cm−1) indicates absence of lignin 

in MCC. Based on analysis of the intensity bands, it can 

be inferred that due to removal of amorphous cellulose, 

C–OH, C–O–C, and C–C bonds were exposed, increasing 

stretching absorbency. The decomposition of sisal fibers 

starts at higher temperature than the sisal MCC and com-

mercial MCC. This confirms the presence of higher quan-

tity of hemicelluloses or lignin in sisal fibers [76]. X-ray 

diffraction analysis confirms the higher crystallinity of 

MCC than sisal fibers. Water retention value of sisal MCC 

was 1.4 times higher than commercial MCC. Scanning 

electron microscope studies indicate that the sisal MCC 

was fibrous with good length-to-diameter ratio. The analy-

sis of the MCC obtained from bamboo cotton indicated 

that the moisture content was 5%, below the 8% stated in 

British Pharmacopoeia, 1993. Interparticle friction is indi-

cated by Hausner ratio whereas Carr’s index indicates the 

compressibility of a powder. Internal and cohesive force 

assessment is indicated by angle of repose. Carr’s index 

below 16 indicates good flowability and above 35 indi-

cates cohesiveness. Hausner ratio above 1.25 is desirable 

for flow properties [77]. The analysis of spectra for cot-

ton MCC indicated the characteristic intermolecular and 

intramolecular OH stretching vibration band. The analysis 

also indicates the removal of lignin effectively in chemical 

treatment. Gravimetric analysis indicated that only 0.59% 

residue was present in the synthesized MCC from bamboo 

cotton fibers. The corn husk MCC indicated good struc-

tural and thermal stability with satisfactory crystallinity 

as shown in Table 1. Water hyacinth MCC showed crys-

talline characteristic similar to microcrystalline cellulose 

reference (Avicel pH 101) [79]. Results of investigation 

by Achor et al. indicate that the MCC obtained from back 

of the fruit of Lageriana siceraria (water gourd) had bet-

ter water absorption and retention capacity than Avicel 

101 [80]. They obtained 29% yield of MCC from this 

raw material. The MCC obtained by using waste cotton 

was having properties similar to commercial MCC. The 

crystallinity of irradiated cotton fabric MCC was better 

Fig. 2  Steps in MCC synthesis 
from raw feedstock
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(70.8%) compared to cotton fabric [6]. The MCC by ultra-

sound-assisted extraction had 81% crystallinity compared 

to 45–54% (REFB and cellulose [84]. Lembang (Typha 

angustifolia L.) MCC synthesis indicated that the use of 

strong acid increases the mechanical properties of the 

resultant MCC [81]. In their work, Rizka et al. studied the 

bleaching process with various bleaching agent strength 

[86]. Alpha cellulose yield increases from 87 to 90%, for 

5 to 30% increase in the bleaching agent concentration. So 

5% is optimum concentration. Optimum temperature was 

96 °C for MCC hydrolysis. At lesser temperature, some 

moisture is retained, and at higher, formation of sugar of 

glucose or polysaccharide takes place due to hydrolysis of 

cellulose chain and cleavage of beta-1–2 glycosidic bonds. 

Bhandari et al. studied zeta potential values for jute fiber 

MCC [87]. Agglomeric tendency in water is indicated by 

negative zeta potential. Murigi et al. compared the micro-

crystalline cellulose synthesis from Kenyan biomass mate-

rials namely banana stem, rice straws, water hyacinth, 

and papyrus reeds [95]. They observed that flowability 

of banana stem MCC was highest and least for papyrus 

reeds MCC. Bulk and tapped densities of water hyacinth 

MCC were highest and least for papyrus reeds MCC. Also 

according to this investigation, rice straw MCC was ther-

mally stable compared to banana stem, water hyacinth, 

and papyrus reeds. Most of the investigation on MCC is 

focused on efficient MCC isolation procedures, treatments, 

and drying [96, 99]. Synthesis from Rabdosia rubescens 

residue was reported with an impressive yield of 88–95% 

[95]. In their investigation on MCC synthesis from Rabdo-

sia rubescens residue, Li et al. considered three important 

factors namely hydrogen chloride (HCl) concentration (A), 

reaction temperature (B), and hydrolysis time (C). This 

investigation emphasized the importance of HCl strength 

which acts as a solvent and acid catalyst. Hydrolysis needs 

energy but a very high energy level results in the breaking 

of glycosidic bonds and a reduction in MCC content due 

to glucose formation [99]. The characterization details are 

explained in Table 2. Properties and applications of MCC 

derived from various raw materials are depicted in Fig. 3.

5  Application‑Oriented Research on MCC

Modification of MCC and complexing with other materi-

als results in application-oriented product with a desired 

product. Dimitrov et al. investigated  Fe3O4 for modification 

of MCC to form composite material [100]. Surface-bonded 

magnetite was produced with  Fe+2/Fe+3. Polyurethane poly-

mer and magnetite MCC were cross-linked to yield com-

posite product. Analysis of the product indicated the pres-

ence of nanosized magnetite. The water absorption capacity 

indicated that composite was suitable for water environment. 

Also it had higher electrical conductivity. MCC with 

required properties in terms of size, crystallinity, and physic-

ochemical properties is synthesized by maintaining required 

conditions [101]. Conventional chemical methods produce 

a MCC that has hydrophilic sulfate surface chemistry. This 

puts limitations on its application. Enzymatic synthesis of 

cellulose nanocrystals and microcrystalline cellulose has 

been reported with better properties [102]. MCC can be used 

for composite film in medical materials for reducing patho-

genic activities [103, 107, 108]. Conventionally fish gelatin 

is used for this purpose with limitation of low mechanical 

strength. MCC/fish gelatin composite has better mechanical 

properties than original material. Date palm fiber (Phoenix 

dactylifera L.) MCC was modified to nanocrystalline cel-

lulose by Hachaichi et al. [104]. Nanocrystalline cellulose 

thus obtained had a crystallinity index 71% and excellent 

mechanical properties [104]. Figure 3 depicts characteristics 

and applications of MCC in various fields. Tarchoun et al. 

used chlorine free delignification for giant reed [109]. The 

peaks obtained in FTIR analysis were very close to those 

for commercial MCC. The crystallinity index ranged from 

73 to 80%. The author has also used oceanica brown algae 

for MCC synthesis [110]. The crystallinity obtained was 60 

to 75%. Various natural resources are being explored and 

examined by investigators for cost effective, environment 

friendly synthesis of MCC with customized properties for 

various applications [109–114].

6  Discussion and Conclusion

Microcrystalline cellulose is synthesized from raw feed-

stock with a methodology involving alkali treatment, acid 

hydrolysis, and dewatering. Being microcrystalline in 

structure, the characterization for its size, strength, crystal-

linity, pH, crystal size, stability, and flow properties is an 

important factor deciding the suitability of the material for 

specific applications. The yield obtained for the synthesis 

of MCC from coconut fiber was 43% [82]. In most of the 

investigations, the crystallinity index obtained was above 

60%. The resulting alpha cellulose had 47% crystallinity 

and MCC, 75%. The agricultural residues (bleached pulp 

of bagasse, cotton stalks, and rice straw) indicated that rice 

straw MCC had greater tensile strength. Negative effect 

of wet granulation was reduced due to presence of silica 

in raw materials [83]. Use of strong acid during synthesis 

increases mechanical properties of MCC [81]. Eighty to 

85% yield is reported for jute stick and jute fiber MCC 

[87, 88]. The MCC yield reported from jute stick varied 

from 25 to 33% depending on treatment [91]. A mixture 

of n-hexane solvent:ethanol (2:1) resulted in maximum 

15.05% yield of MCC compared to decoction extrac-

tion and maseration with ethanol [94]. Bulk and tapped 



789BioNanoScience (2023) 13:784–794 

1 3

densities of water hyacinth MCC were highest and least for 

papyrus reeds MCC. Also according to this investigation, 

Rice straw MCC was thermally stable compared to banana 

stem, water hyacinth, and papyrus reeds.

Various modifications in terms of alkali, acid, and dewa-

tering methods are explored for effective synthesis with 

desired characteristics. Also application-oriented research 

include the combination of MCC with polymers to get 

Table 2  Characterization of MCC

Raw material pH Angle of
repose/crystal size

Crystallinity
index

Other
index/moisture content/other

Sisal MCC [76] ___ 81.5 ___

Cotton MCC [77] 6–7 Angle of repose 32–37° Carr’s index 29–36% and Hausner ratio 
1.3–1.5, moisture content 5–6%

Corn Husk MCC [78] 6.8 Angle of repose 34–37° 79 Carr’s index 16–20%
Hausner ratio 1.2–1.25, moisture content 

4%

Water hyacinth MCC [79] ___ ___ 70

Back of the fruit of Lageriana sicer-

aria (water gourd) MCC [80]
6.8 Angle of repose 32.9° ___ Carr’s index 23.5% and Hausner ratio 

1.31

Waste cotton fibers (gamma radiation 
treatment) MCC [81]

5 ___ ___ Loss on drying, 5–6%, bulk density 
1.2–1.27, polymerization 122–133%

Coconut fiber MCC [82] 7 ___ 75 Loss on drying, 5%,

Bagasse bleached pulp MCC [83] ___ ___ 76 ___

Cotton stalks bleached pulp [11] ___ ___ 77 Yield 90% for alpha cellulose and 75% 
for MCC

Rice straw bleached pulp MCC [83] ___ ___ 78

Raw oil palm empty fruit bunch 
(REFB) fiber MCC [84]

___ Crystal size 17.09 A 81 Decomposition temperature, 314 °C

Lembang plant (Typha angustifolia L.)
MCC [85]

___ Crystal size 2.4 nm 71.1 Decomposition temperature, 353 °C
13.61% weight loss

Jute fiber [16] ___ Crystal size 6.9 nm 60

Oil palm empty fruit brunch fiber 
MCC [92]

___ ___ ___ Yield 22%

Bacterial cellulose MCC [93] ___ An average particle size between 70 
and 90 nm

69 ___

Vegetal cellulose (VC) sheets produced 
from bleached Kraft eucalyptus pulp 
MCC [93]

___ Size smaller than 30.0 µm 88 ___

Betung bamboo (Dendrocalamus 

asper) MCC [94]
6.88 Angle of repose 31.39°, Size 150 to 

240 nm
___ Carr’s index 31 to 34%, yield, Hausner 

ratio 1.45, 53.6%, moisture content 
4.36%, yield 15.05%

Banana stem MCC [95] ___ ___ ___ Carr’s index 16.63, Hausner’s ratio 1.19, 
yield 18.35%

Rice straws MCC [95] ___ ___ ___ Carr’s index 28.93, Hausner’s ratio 1.41, 
yield 19.62%

Water hyacinth MCC [95] ___ ___ ___ Carr’s index 22.56, Hausner’s ratio 1.29, 
yield 23.39%

Papyrus reeds MCC [95] ___ ___ ___ Carr’s index 56.01, Hausner’s ratio 2.28, 
yield 23.63%

Rice husk MCC [96] ___ ___ 63.9

Rabdosia rubescens residue [99] ___ ___ Yield 88%

Washingtonia fiber MCC [105] ___ ___ 82.9 Yield 72.6%

Conocarpus fiber MCC [106] ___ ___ 72.7 ___

Giant reed MCC [109] ___ ___ 73–80 ___

Oceanica brown algae [110] ___ Average diameter 8.4 ± 2.1 μm 60–75 ___
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better and customized materials. Chlorine-free delignifi-

cation provides environment friendly process. The proper-

ties of microcrystalline material depends on the synthesis 

conditions and starting material. From this review, it can be 

concluded that the MCC obtained various raw feedstocks 

has the properties very close to the commercial MCC.
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Manual grading of students’ work takes a long time and it is stressful. Evaluator may be 
holistic or analytic, lenient or non-lenient, experienced or inexperienced; which leads to 

non-uniformity in the assessment. Therefore, it is essential to do the automated grading of 

students' work to overcome human inadequacies through uniform assessment and also, it 

reduces workload of human evaluators. A novel automatic grading of students' PowerPoint 

presentation skills using Latent Semantic Analysis (LSA) is proposed. Program is 

implemented in python to extract features corresponding to the text appearance, graphics, 

footer, and hyperlink from the PowerPoint presentations. PowerPoint presentations are 

represented using feature vectors in the Latent Semantic Space using Singular Value 

Decomposition (SVD). SVD reveals relationships between features and PowerPoint 

presentations. The grades for the students' PowerPoint presentations are evaluated by 

finding Cosine similarity with reference presentations or finding k number of nearest 

reference presentations. The grades of such reference or nearest presentations are used to 

grade students' presentations. Kneighbors classifier used to find nearest neighbors. 

Kneighbors and Cosine Similarity approach give 90.90% and 81.81% accuracy, 

respectively, while predicting the grades for the students’ PowerPoint presentations.  

Keywords: 

automatic grading, latent semantic analysis, 
singular value decomposition, Kneighbors, 
cosine similarity, Euclidian distance 

1. INTRODUCTION

Automated grading is an emerging technology helpful to 

teachers and students. It reduces the paper load of teachers and 

assessment-related issues. Some teachers can give overall 

grades based on one good impression in particular aspects or 

slight inclination towards their favorite students. It may lead 

to inconsistencies and inaccuracies in the assessment. Grading 

of students' work provides feedback to students for enhancing 

work quality. Hence, there is a need of automated grading 

system [1, 2]. To grade various kinds of work like reviewing 

research articles, evaluating programming assignments, poetry, 

short and long responses, various automatic grading systems 

have been developed. Page and Paulus employed statistical 

techniques to relate writing style to grade in 1968, but they 

neglected actual text. Some researchers applied Natural 

Language Processing (NLP) to retrieve linguistic features 

from text and then evaluated it using a variety of machine 

learning (ML) techniques like Support Vector Machine 

(SVM), Multilayer Perceptron (MLP), and Linear and Logistic 

regression, K-nearest Neighbors (KNN), Decision Tree (DT), 

and Random Forest (RF). Some have designed automated 

grading system using various deep learning techniques. Deep 

neural networks can extract features automatically. Many 

researchers have designed evaluation systems for various 

languages.  

Automated grading system using LSA are also available. 

LSA is a machine learning method and the theory of 

information representation. LSA uses a mathematical 

approach to extract and infer relations from the contextual 

usage of words in the given dataset. We can evaluate answer 

sheets, articles, research papers, programming codes using 

LSA. LSA uses a term-document matrix, and each row 

represents a term that occurred in the documents, while each 

column corresponds to each document in the dataset. The 

matrix is then decomposed using the SVD method into three 

other matrices, and their dimensions are reduced to remove the 

noise in the documents. Using SVD, new relationships 

between terms and documents get uncovered. Then the matrix 

will be used to obtain the similarity between the student's essay 

and the reference essay. In LSA, documents are mapped closer 

in the vector semantic space and cluster similar documents.  

There is no study on how to assess the student's presentation 

skills. Although some researchers may consider it a minor 

aspect, the student must learn proper presentation skills. 

Design and delivery of a presentation are soft skills that will 

help students to increase employability skills in their 

professional lives. Project and Seminar presentations are 

essential academic activities in the curriculum of Indian 

universities in undergraduate studies. Presentation skill covers 

technical and non-technical aspects like a scholar's knowledge 

and presentation quality. The presentation should be graded 

based on the presentation quality and the accuracy and 

authenticity of the contents covered in the presentation. Our 

main objective is to evaluate the presentation quality of the 

PowerPoint presentations. The teachers use rubrics designed 

by their institute or department or sometimes use their 

expertise and experience to grade instead of using rubrics. This 

will lead to inconsistencies and inaccuracies in the assessment. 

Hence, we have developed automated system to grade 

students' PowerPoint presentations. The aim of our research 

study is to evaluate PowerPoint presentations with selected 

features and compare the grades awarded by LSA approach 

with grades awarded by the teachers. The features of student’s 

Revue d'Intelligence Artificielle 
Vol. 36, No. 2, April, 2022, pp. 305-311 

Journal homepage: http://iieta.org/journals/ria 

305

https://crossmark.crossref.org/dialog/?doi=10.18280/ria.360215&domain=pdf


 

PowerPoint presentation are compared to the features that are 

found in a group of reference PowerPoint presentations in the 

semantic vector space. We have used the LSA approach to 

represent PowerPoint presentations in the semantic vector 

space. Students' PowerPoint presentations are graded using 

similar and nearest reference PowerPoint presentations using 

Cosine similarity and Kneighbors approach. Kneighbors 

predicts the grades of students’ PowerPoint presentations with 
more accuracy as compared to Cosine similarity. Kneighbors 

and Cosine similarity approach give 90.90% and 81.81% 

accuracy respectively. Thus, the quality of grading of 

PowerPoint presentations is more reliable, robust, fast and free 

from favoritism and inconsistency. 

The structure of this research paper is as follows. Literature 

review is presented in section 2. Section 3 describes 

methodology for automated grading of PowerPoint 

presentations using LSA. Feature extraction from PowerPoint 

presentations is presented in section 4. Singular value 

decomposition is illustrated in section 5. Grading of 

PowerPoint presentations using Cosine similarity and 

Kneighbours approach is illustrated in section 6. Final results 

using Cosine similarity and Kneighbours approach is 

discussed in section 7. Our work is concluded in section 8. 

 

 

2. LITERATURE REVIEW 

 

Several automated grading systems are available to grade 

different types of work automatically. Haendchen Filho et al. 

[3] developed an SVM model to grade high school children's 

essays. They used features emphasizing on argumentative 

structure, lexicon diversity, connectives, textual cohesion, and 

adherence to the theme. Efficiency of the machine learning 

model can be increased with a small dataset using imbalanced 

learning techniques [4]. Ajitiono and Widyani [5], Eid and 

Wanas [6], Contreras et al. [7], and Lam et al. [8] used Natural 

Language Processing (NLP) to extract a variety of linguistic 

features presenting the quality of essays like vocabulary, 

syntax, grammar, spelling, capitalization, and punctuation. 

Lexical features like whole word, prefix/suffix, stemmed word, 

lemmatized word. Grammar and syntax-related features like 

POS, usage of noun, verb, prepositional, conjunction. Also, 

features like vocabulary per passage, percentage of difficult 

words, rhetorical features, the proportion of grammar error, 

and usage errors. Further applied various machine learning 

techniques to grade essays.  

Fazal et al. [9] developed a grading system to grade 

spellings using rubrics. They classified each word into four 

categories: simple, common, difficult, and challenging, and 

counted correct and incorrect words in each class. In the end, 

marks are assigned based on their rule-based algorithm. Leng 

et al. [10] proposed reviewing research articles using deep 

learning, and Parihar et al. [11] proposed a model to grade C 

programming assignments using clustering of similar 

submissions and measuring the distance from correct solutions 

in semantic space. Al-Jouie and Azmi [12] and Bashir et al. 

[13] graded long answers in Arabic. Ajitiono and Widyani [14] 

graded descriptive answers in the Indonesian language. Walia 

et al. [15] graded answers in the Punjabi language. Ratna et al. 

[16] graded answers in the Japanese language using a 

winnowing algorithm. In 2010, Peng et al. [17] built 

automated Chinese essay scoring using Vector Space Models. 

Suleiman et al. [18] developed poetry grading in Arabic 

language using Hidden Markov Model (HMM). They used 

HMM for speech tagging, morphological analysis, syntactic 

structure, and text classification. Olowolayemo et al. [19] 

mapped students' answers with model answers to measure 

textual similarity using Levenshtein distance and Cosine 

similarity measures. Janda et al. [20] used the graph-based 

relationship to determine semantic similarity. They used SVM, 

Random Forest Regressor, and three-layer neural network 

models for predicting results.  

Srihari et al. [21] developed a model to test the students' 

reading comprehension. Islam and Hoque [22] developed 

automated scoring for the Bangla language using LSA. Zen et 

al. [23] used LSA to grade computer programming 

assignments using cosine similarity between students' and 

reference assignments. Ratna et al. [24] proposed a grading 

system using LSA with learning vector quantization, an 

artificial neural network, and word similarity enhancement to 

grade answers. LaVoie et al. [25] used LSA techniques to 

score short answer responses to the consequences test. In 2010, 

Islam and Hoque [26] used n-gram instead of word for term-

document matrix for the AEG system. 

 

 

3. METHODOLOGY 

 

Figure 1 depicts the proposed framework for automated 

grading of PowerPoint presentations using LSA. The grades of 

the PowerPoint presentations are evaluated by using the 

Kneighbors and Cosine similarity approach in Latent 

Semantic Space. The first process of this system is to extract 

features contributing to the quality of the PowerPoint 

presentations from all the PowerPoint presentations. Feature 

extraction is done by writing a program in python using the 

python-pptx library [2]. Then prepared a feature-document 

matrix. Each row of the matrix represents features in the 

PowerPoint presentations, while each column corresponds to 

each PowerPoint presentation. The matrix is then decomposed 

using the Singular Value Decomposition (SVD) method into 

three other matrices, and their dimensions are reduced to 

remove noise in the documents and unimportant details from 

the dataset. The truncated SVD matrices are used to prepare 

vectors for the PowerPoint presentations. Reference vectors 

represent the vectors of reference presentations, and query 

vector represents a vector of student’s presentations whose 
grade is predicted by our system. The grade of the student's 

query vector is evaluated by finding cosine similarity with 

reference presentations or finding k number of nearest 

reference presentations. The grade of such similar reference 

presentations is assigned to the query vector. Table 1 contains 

the list of the features extracted from the PowerPoint 

presentations. Feature extraction is explained in detail in 

section 4. Here, we have shown a feature document matrix of 

9 PowerPoint presentations.  

 

 
 

Figure 1. Block diagram of automated grading of 

PowerPoint presentations using LSA 
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Table 1. Feature-PowerPoint document matrix 

 
Sr. No. Features PPT1 PPT2 PPT3 PPT4 PPT5 PPT6 PPT7 PPT8 PPT9 

1 Total Slides 2 2 1 2 2 2 2 2 2 

2 Tables 3 0 3 0 0 0 0 0 3 

3 Images 0 3 1 1 1 0 1 1 1 

4 Font types 2 2 0 1 0 1 0 0 2 

5 Font color 2 2 2 0 0 0 1 0 1 

6 Bold 1 1 1 0 1 1 1 1 1 

7 Underline 0 1 1 0 0 0 1 1 1 

8 Italic 0 1 1 0 0 0 1 1 1 

9 Maximum Font Size 2 2 2 1 2 1 2 2 2 

10 Minimum Font Size 2 2 2 2 2 2 2 2 2 

11 Hyperlink 0 0 1 0 0 0 0 1 1 

12 Footer 2 0 0 0 0 0 2 0 0 

13 Date 2 2 0 0 0 0 0 2 2 

14 Slide Number 2 2 0 0 0 0 2 2 2 

 

 

4. FEATURE EXTRACTION 

 

Python-pptx can be used to create and manipulate 

PowerPoint presentations. We have collected 86 PowerPoint 

presentations from our institute's undergraduate students, 

those were designed for Seminar presentation. They prepared 

PowerPoint slides using presentation software like MS Office, 

Python-pptx library. The feature extraction program is 

implemented in python, using the python-pptx library. We 

have considered features related to text appearance, graphics, 

footer, and hyperlink which check the student's efforts and 

contribute to the quality of PowerPoint presentations. These 

features will not contribute to the technical components of the 

student's presentation skills. We have extracted 22 features as 

shown in Algorithm 1. The PowerPoint presentation can be 

made effective by using the features related to the appearance 

of text, graphics, footer, and hyperlink as shown in Table 1. 

Hence, out of 22 features, we have considered 14 the most 

important features which contributes to categorize PowerPoint 

presentations in different grades. Machine learning algorithms 

require a labelled dataset. Each PowerPoint presentation is 

represented as a vector of 14 features with output label as its 

grade. Teachers have rated these presentations with Excellent, 

Good, and Fair grades. A panel of 3 teachers have 

independently graded PowerPoint presentations. The majority 

of the grades are assigned in the dataset as output labels with 

the permission of the experts. We have used 75 PowerPoint 

presentations as a training set or reference set in our 

experimentation and 11 PowerPoint presentations as query set 

or test set.  

 

Algorithm 1: 
Input: PowerPoint presentation 

Output: List of the Features 

1. From pptx import Presentation and extract features from each slide 

of the PowerPoint presentations. 

            count=1  

            ppt= Presentation(i), where i=1 to n,  

                     n=total PowerPoint presentations 

2. Extract various graphics-related features by checking shape_type 

present in the slide and count them.  

          for slide in ppt.slides:  

            for shape in slide. Shapes: 

                if (shape_type==13) indicates Images. 

                if (shape_type==3) indicates Charts. 

                if (shape_type==17) indicates Textbox. 

                if (shape_type==19) indicates Tables. 

                if (shape_type==14) indicates Placeholders.  

3. Extract features related to the text appearance and text formatting by 

using the runs property of the paragraphs. Paragraphs are present 

in the text_frame property of the shape. 

- Check the hyperlink property of the texts and count the 

Number of hyperlinks. 

             hlink=run.hyperlink 

- Extract font property of the texts. 

    font = run.font 

- Extract different font styles used for the texts and count 

the Number of font types. 

                                    font_name= font.name 

- Extract different font sizes used for the texts and count 

the Number of font sizes.  

                                     font_size=font.size.pt 

                                     Find Maximum and Minimum font size. 

- Using font property, check the presence of the Bold, 

Underline, Italic texts. 

                                font.bold! = None, font.underline! =None, font. Italic!             

                                =None indicates Bold, Underline, and Italic fonts. 

- Extract different colors used for the texts and count the 

Number of font colors. 

                                        font.color.rgb 

4. Extract remaining features. 

                  phf = shape.placeholder_format 

                  if (phf.type==1) indicates Title. 

                  if (phf.type==2) indicates Body. 

                  if (phf.type==3) indicates Centretitle. 

              if (phf.type==4) indicates Subtitle. 

             if (phf.type==15) indicates Footer. 

                 if (phf.type==16) indicates Date. 

                  if (phf.type==13) indicates Slide number. 

   

5.  if end of the PowerPoint presentation, then Total slides= count 

             else  

                  count = count+1 go to step 2. 
 

 

5. SINGULAR VALUE DECOMPOSITION (SVD) 

 

After extracting features from the PowerPoint presentations, 

the feature-document matrix is prepared. Here, the document 

is a PowerPoint presentation. In the feature document matrix, 

all features are put in a row. Total 14 rows are there in the 

feature-document matrix corresponding to 14 features, as 

shown in Table 1. Columns represent PowerPoint 

presentations. Feature-document matrix is decomposed by 

using SVD into three different matrices, as shown in Eq. (1). 

The first and third matrices are orthogonal vectors that 

describe a row entity and column entity. The second matrix is 

a diagonal that contains scalar values [24]. 

 �txd = Utxn * Snxn * Vdxn Ā (1) 

 

where, A is the feature-document matrix, U is the matrix that 

describes a feature, S is the diagonal matrix, and �Ā describes 
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a PowerPoint presentation document. t is the number of 

features, i.e., 14, n is the latent semantic space dimension, d 

represents the number of PowerPoint presentations. Here we 

have taken PowerPoint presentations. The diagonal matrix S is 

obtained after applying SVD decomposition. Here, only 

diagonal values are shown. It is an eigenvector containing 

eigenvalue in decreasing order. We will consider only the first 

top 2 values. 

S=[13.2563, 4.5605, 3.5058, 3.0361, 2.7971, 2.3939, 1.1474, 

0.8404, 0.6206]. 

U=[[-0.40983662, -0.3101463], [-0.26914913, 0.78641571], 

[-0.2344467, -0.28823954], [-0.22563085, 0.13781735], 

[-0.23497369, 0.27701628], [-0.20223373, -0.05171161], 

[-0.13855827, -0.02911222], [-0.13855827, -0.02911222], 

[-0.40465076, -0.1147956], [-0.43350536, -0.23347783], 

[-0.0819615, 0.08617316], [-0.11381518, 0.10529971], 

[-0.24656913, 0.1259986], [-0.29508169, 0.00986846]] 

V=[[-0.43283595, -0.42871556, -0.31376016, -0.19246775, 

-0.22122791, -0.19003774, -0.32154873, -0.33003494,

-0.44271205],

[0.50491871, -0.26095493, 0.34964887, -0.29655898, 

-0.36328906, -0.24469484, -0.26480748, -0.29757677,

0.34092318]] 

Matrices U and V truncated by taking the first two columns 

and rows from U and V, respectively. 

6. EVALUATION OF STUDENT’S POWERPOINT
PRESENTATIONS

The truncated SVD matrices are used to make the 

PowerPoint presentation vectors [21]. The two rows in �Ā 

represent PowerPoint presentations, and two columns in U 
represent features across two latent semantic spaces. The 

PowerPoint presentation vectors dj’ with grades make the 

reference set or training set. The grade of a student's 

PowerPoint presentation is calculated as follows: 

1. Calculate the dot product of U and S-1 as U. S-1.

2. Calculate dot product of the above result with document

vector. 

dj' = dj
T.U. S-1 

where, dj
T is the transpose of reference PowerPoint 

presentation vector. 

3. Calculate dot product of student’s PowerPoint
presentation vector, i.e., also called as query vector with U.S-

1. 

qj'
 = qj

T.U. S-1 

where, qj
T is the transpose of the student’s PowerPoint 

presentation or query vector.  

4. The grades of the student’s presentations are evaluated by
finding cosine similarity with reference presentations or by 

finding k number of nearest reference presentations. The 

nearest or similar reference presentation grade will be assigned 

to the student’s presentation. A similar reference presentation 
is found using Cosine similarity, and the nearest reference 

presentation is found using the Kneighbors algorithm. 

6.1 Cosine similarity 

Cosine similarity measures similarity between the two 

vectors. Let X and Y be two vectors. Cosine similarity between 

them is calculated as,  

ÿĀĀ�ÿÿ ÿ�þ�ý�ÿ�ā�(ÿ, Ā) = ÿ. Ā||ÿ|| ∗ ||Ā||
where, ||X|| and ||Y|| are the length of vectors X and Y, 
respectively. Which are calculated as, ||X|| = √∑Xi2 , ||Y|| = √∑Yi2      i=1, 2, 3…n 

PowerPoint presentation, which has similar features, has a 

high LSA relationship, and will be positioned near to reference 

PowerPoint presentations in the latent semantic space and will 

have cosine similarity near to 1. The grade of such reference 

PowerPoint presentation will be set as a student's PowerPoint 

presentation grade. 

For illustration, we have considered a feature-document 

matrix of 9 reference PowerPoint presentations as given in 

Table 1. Each row represents an individual PowerPoint 

presentation vector of size 1 x 14. After applying SVD from 

diagonal matrix S, the top 2 Eigenvalues are considered. Hence 

dimension of the reference vector becomes 1 x 2. Table 2 

shows reference vectors after applying SVD.  

Table 2. PowerPoint presentation vectors 

Reference Presentation Vectors Grade 

ref1= [-0.43283595, 0.50491871] Excellent 

ref2= [-0.42871556, -0.26095493] Excellent 

ref3= [-0.31376016, 0.34964887] Good 

ref4= [-0.19246775, -0.29655898] Fair 

ref5= [-0.22122791, -0.36328906] Fair 

ref6= [-0.19003774, -0.24469484] Fair 

ref7= [-0.32154873, -0.26480748] Good 

ref8= [-0.33003494, -0.29757677] Good 

ref9= [-0.44271205, 0.34092318] Excellent 

Query vector is the PowerPoint presentation vector of size 

1×14, 

query vector=[2, 3, 1, 1, 0, 1, 0, 1, 2, 2, 0, 2, 2, 2] 

After applying SVD, query vector of size 1×2 is obtained 

query vector= [-0.40850238, 0.28362827] 

Cosine similarity between query vector and reference 

vectors is calculated. Cosine similarity between the query 

vector and corresponding 9 reference vectors is as follows: 

([0.9676087], [0.4051226], [0.973083], [-0.0312192], [-0.0598822], 

[0.0534046], [0.2715165], [0.2281435], [0.9987835]) 

We can observe that the query vector has the highest 

similarity with vector ref9, the 9th reference PowerPoint 

presentation. The grade of this PowerPoint is Excellent. Hence 

Excellent grade will be assigned to the student’s PowerPoint 
presentation. 
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6.2 Kneighbors 

It is a machine learning algorithm. We do not train a model 

like other machine learning algorithms during the training 

phase. <Instead, just store the reference presentations’ vectors 
in the data structures. All presentation vectors are calculated 

in semantic space=. The nearest reference presentations are 
found by calculating the Euclidian distance between reference 

presentations and students’ presentations. Then k number of 
nearest reference presentations will be selected with minimum 

Euclidian distance measure. From the k number of neighbors, 

the most frequent majority output grade is assigned for 

students’ presentations. Let X and Y be two vectors. Euclidian 

distance between X and Y is calculated as,  āĂýý�þ��ÿ Ā�Āā�ÿýÿ(ÿ, Ā) = √∑(ÿ� − Ā�)2    i=1, 2, 3…. n 

Reference and query vectors are obtained using truncated 

SVD matrices. Euclidian distance between query vector and 

reference vector is as,  

([0.2226243],[0.544958],[0.1154764],[0.619103],[0.203513],

[0.57171],[0.555286],[0.586478],[0.0667309]) 

For k=4, depending on Euclidian distance, the nearest 

vectorsare ref1, ref3, ref5, and ref9 with grades Excellent, 
Good, Fair, respectively. The majority of the grade is 

Excellent. Hence Excellent grade is assigned to a student’s 
presentation. 

An Excellent grade is assigned to a student’s presentation 
in both approaches. 

7. EXPERIMENTAL ANALYSIS

Latent Semantic Analysis uncovers lexical-semantic links 

between the PowerPoint presentations. We have implemented 

grading of students' PowerPoint presentations using Cosine 

similarity and the Kneighbors approach. 

7.1 Dataset 

We have collected 86 PowerPoint presentations of the 

undergraduate students of our institute designed for the 

Seminar presentation. These presentations are evaluated by 

teachers with Excellent, Good, and Fair grades. Features are 

extracted using feature extraction program, written in python 

using the python-pptx library.  

Figure 2. PowerPoint presentation dataset 

As shown in Figure 2, our data set is a cluster of three 

classes corresponding to three output classes, i.e., Excellent, 
Good, Fair. Purple, green, and yellow color data points 

represent Excellent, Good, and Fair presentations. We have 

total 86 presentation vectors corresponding to 86 PowerPoint 

presentations. We have used 75 PowerPoint presentations as a 

training set or reference set in our experimentation and 11 

PowerPoint presentations as query set or test set. 

7.2 Experimental analysis using Kneighbors approach 

We have used the Kneighbors classifier from the sci-kit-

learn library in our experimentation. We have considered 75 

PowerPoint presentation vectors for training and 11 vectors for 

testing. We have repeated training and testing on the vectors 

by varying the size of vectors by changing eigenvalues from 

the diagonal matrix. Also we varied number of neighbors for 

the students’ presentations. For the number of neighbors as 3 
and PowerPoint presentation vector size 4 gives maximum 

accuracy. In grading of the PowerPoint presentation using 

Kneighbors approach gives 90.90% accuracy.  

Table 3. Classification report using Kneighbors 

Output Class Precision Recall F1-score 

Excellent 1.00 0.83 0.91 

Good 0.67 1.00 0.80 

Fair 1.00 1.00 1.00 

Table 3 shows classification report of PowerPoint 

presentations using Kneighbors approach. Class Fair has 

precision, recall, and f1-score equal to 1. It shows that all 

presentations belonging to the class Fair are correctly 

classified. While presentations belonging to the class Good 

and Excellent are misclassified. From Figure 2, we can observe 

that data points of Excellent and Good classes are mixed at the 

boundary of the cluster, and Fair class data points are 

separated from other classes. So here, misclassification is 

occurring for Excellent and Good data points at the cluster 

boundary.  

7.3 Experimental analysis using Cosine similarity 

approach 

We have considered 75 vectors for training and 11 vectors 

for testing. We have found the Cosine similarity of each testing 

vector with all training vectors. We have observed 

performance by varying the number of elements from the 

diagonal matrix from 1 to 9. By taking the number of elements 

as 8, we have achieved accuracy up to 81.81%, as shown in 

Figure 3. Table 4 shows the classification report for the 

Excellent, Good, and Fair classes. Table 4 shows the 

classification report of PowerPoint presentations using Cosine 

similarity approach. 

Table 4. Classification report using Cosine similarity 

Output Class Precision Recall F1-score 

Excellent 1.00 0.83 0.91 

Good 0.50 1.00 0.67 

Fair 1.00 0.67 0.80 

Figure 3 shows the accuracy achieved in the above 

experimentations by varying the vectors' dimensions by 

varying the elements in the diagonal matrix from 1 to 9. The 

accuracy obtained by the nearest neighbor approach is more 

significant than the cosine similarity approach. Hence, 

Kneighbors gives better performance compared to cosine 
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similarity. Using Kneighbors achieved an accuracy of 90.90% 

for the vector size 4. Using cosine similarity achieved an 

accuracy of 81.81% for the vector size 8. Kneighbors classifier 

accuracy gets reduced after increasing vector size greater than 

4. 

Figure 3. Accuracy using Kneighbors and Cosine similarity 

approach 

8. CONCLUSIONS

We have extracted features from the PowerPoint 

presentations using the python-pptx library. We have 

represented students' PowerPoint presentations in the latent 

semantic space using LSA. The reference PowerPoint 

presentations similar to a student presentation are found using 

Cosine similarity and Kneighbors approach. Grades of such 

reference presentations were used to evaluate the grade of 

students' presentations. In the Kneighbors classifier, we have 

considered 3 nearest neighbors to predict the grade of the 

students' presentations. Kneighbors and Cosine similarity 

approach predict grades for the student's PowerPoint 

presentations with an accuracy of 90.90% and 81.81%, 

respectively. Kneighbors classifier achieved better accuracy 

compared to the Cosine similarity approach by using a lower-

dimensional presentation vector compared to Cosine similarity. 
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Biogas, a clean and renewable form of energy, could very well substitute for conventional sources of energy (fossil fuels, 

oil, etc.) which are causing environmental problems. The present work investigates the application of hydrodynamic 

cavitation (HC) for the pretreatment of biomass with the objective of enhancing biogas production. Effect of different 

parameters viz.rice straw to water ratio (0.5%, 1%, 2%, 3%, and 4%), operating pressure (1-3 bar), and also treatment time 

(10-30 min) have been investigated using an orifice plate as a cavitating device. The water displacement method is used for 

the analysis of the quantity of biogas formation. As we increased the biomass ratio is increased from 0.5 to 3% with the same 

treatment time 15 min biogas yield also increased from 52 to 345 mL respectively. Combining chemical treatment with 

hydrodynamic cavitation it has been observed that it gives a maximum (470 mL) of biogas yield as compared to HC alone 

(360 mL) for the same biomass ratio of 4%. Overall, it has been established that a significant enhancement in the biogas 

production can be obtained due to the pretreatment using HC which can also be further intensified by combination with 

chemical treatment. 

Keywords: Anaerobic digestion, Biogas, Hydrodynamic cavitation, Intensification, Lignocellulose 

In today�s energy-demanding lifestyle, the need for 

exploring and exploiting new sources of energy that 

are renewable as well as eco-friendly is a must1. 

Biogas, a clean and renewable form of energy, could 

very well substitute (especially in the rural sector) for 

conventional sources of energy (fossil fuels, oil, etc.) 

which are causing ecological�environmental problems 

and at the same time depleting at a faster rate1. 

Lignocellulosic biomass, such as agricultural 

residuals and energy crops is an abundant organic 

resource2,3. Large quantities of lignocellulosic 

residues accumulate from agricultural, forestry, 

municipal, and other activities4. 

Anaerobic digestion (AD) is a biological process in 

which organic matter is decomposed by an assortment 

of microbes under oxygen-free conditions and 

produces biogas5. The AD process can be divided into 

four steps as shown in. At the beginning of the 

process, hydrolysis occurs as extracellular enzymes, 

which are produced by hydrolytic microbes, 

decompose complex organic polymers into  

simple soluble monomers6. Proteins, lipids, and 

carbohydrates are hydrolyzed to amino acids, long-

chain fatty acids, and sugars, respectively. These 

smallmolecules are then converted by fermentative 

bacteria (acetogens) to a mixture of volatile fatty 

acids (VFAs) and other minor products such as 

alcohol. Acetogenic bacteria further convert the VFAs 

to acetate, carbon dioxide, and/or hydrogen, which 

provide direct substrates for methanogenesis, the last 

step of the AD process for methane production4. 

Lignocellulosic biomass mainly consists of three 

types of polymers: cellulose, hemicellulose, and 

lignin. The carbohydrate components (cellulose and 

hemicellulose) are fermentable after hydrolysis, 

which makes lignocellulosic biomass a suitable 

feedstock for bioenergy production. However, the 

inherent characteristics of native lignocellulosic 

biomass, such as structural and chemical properties, 

make it resistant to biodegradation by enzymes and 

microbes4,6. The properties of lignocellulosic biomass 

render it resistant to biodegradation. Due to the 

complexity and variability of biomass chemical 

structures, the optimal pretreatment method and 

conditions depend on the types of lignocellulose 

present7. Several structural and compositional 

properties were found to have impacts on the 

biodegradability of lignocellulosic biomass, including 

cellulose crystallinity, accessible surface area, degree 

of cellulose polymerization, presence of lignin, and 

hemicellulose To improve these properties 

pretreatment methods can be broadly classified into 

three types namely physical, chemical and 

biological3,8,9. Cavitation can be produced by the 
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AbstractImidacloprid is a pesticide used for agricultural purposes. Residue of pesticide in water and soil will affect
the water and soil quality. Seepage out of imidacloprid to the ecological system could affect aquatic life as well as
human. The toxic pollutants would affect the quality of agriculture run off, in turn contaminating water bodies acting
as sink for these runoffs. Hence, there is need for reparation of these pollutants. Azospirillium biofertilizer and Rhizo-
bium biofertilizer were used as adsorbent for the removal of imidacloprid. These biofertilizers have capability to reduce
the harmful component as well as be useful for plant growth. Azospirillium bacteria and Rhizobium bacteria are compe-
tent for the removal of organic pollutant from wastewater. These biofertilizers maintain biological activity without any
adverse effect. The adsorptive removal of imidacloprid by using Azospirillium biofertilizer and Rhizobium biofertilizer
was investigated at different conditions using batch experimentation. Optimization of parameters, such as dosage, time,
temperature, pH, and agitation speed, was carried out. Equilibrium adsorption was illustrated by Langmuir and Freun-
dlich isotherms. The kinetic data was best described by intraparticle diffusion and pseudo-second-order model. Reus-
ability study showed good removal efficiency of imidacloprid after fourth use also. The investigations show that these
materials have potential to be an excellent alternative for removal of pesticides while supporting plant growth.

Keywords: Imidacloprid, Adsorption, Removal Efficiency, Biofertilizer

INTRODUCTION

Pesticides are widely used in the majority of agricultural produc-
tion sectors to increase crop production. Most of the active com-
ponents have long balance and as a result can easily enter water
sources such as streams and shallow groundwater. Another com-
mon way of polluting the water assets is through the pesticide manu-
facturing industries. Toxicity of pesticides released in the environ-
ment damages the ecological balance [1]. Pesticides cause serious
concern to the farmers and workers who get direct exposure and
the general population who indirectly get exposed through food
and water [2-6]. Because of non-biodegradability and toxicity, con-
trol of pesticides is essential to avoid contamination of food, water
sources and damage to the environment [7,8]. It is most essential
to have alternative technologies for the treatment of pesticides. Use
of pesticides is directly done on soil or on the flora so that their
action can be received easily into the environment. Harmful effect
of pesticides has been observed on the natural habitat as well as
community health. Ecosystem, health of human beings and fauna
is mostly affected by dangerous pesticides. Adverse effect of these
pesticides was seen after penetration to the applied field [9].

Several methods are employed for the treatment of pesticides,
such as advanced oxidation processes [10,11], ozonation [12], pho-
tolysis [13], electrocatalytic oxidation [14], photo Fenton [15], bio-

degradation [16,17] photocatalytic degradation [18,19], nano fil-
tration [20], hydrodynamic cavitation [21] and adsorption [22-26].
Due to high operational cost, less efficiency and hazardous waste
generation make these methods unsuitable for the treatment of pes-
ticides [27,28]; consequently, it is required to explore new methods
which are effective, safe to environment and effective [29]. Among
these methods, adsorption is supposed to be an alternative for the
removal of pesticides and other pollutants because of being eco-
friendly, simple, and low-cost technology [30]. Biosorption tech-
nology is a substitute for the removal of pesticides [31]. Biosorp-
tion is a fast process in which interaction between cell surface and
adsorbate and live, alive, or immobile biomass. When live biomass
is used, the removal mechanism may involve biodegradation along
with sorption phenomena [32]. Various natural materials have been
utilized for the removal of pollutants, such as agricultural residue,
raw plants, animal material, and microalgae sludge [33-36]. Plant
based materials have been widely used for the wastewater treatment,
like peanut shell, phytolacca Americana biomass, Marula seed husk,
cedar leaf, olive tree pruning, cork waste, maize stover [37-43].

Imidacloprid is a pesticide normally used for seed therapy to
control sucking and biting insects. Also, it flows rapidly all through
plant tissue, and provides protection to crops from insects [44,45].
Imidacloprid is extremely toxic, and globally its surface water con-
centration is in the range between 0.001 to 320 g/L [46,47]. Imi-
dacloprid (IMD) is commonly detected in surface waters and floor
waters due to its excessive persistence, bioaccumulation and low
biodegradability, which poses an extremely top threat to various
ecological surroundings and human health [48-50]. Imidacloprid


	Quasi-static compression behavior and crashworthiness of GLARE laminate conical frustum with progressive circular and squar...
	1  INTRODUCTION


